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Executive Summary
This deliverable, which is the major output of task T2.3 in the work package WP2 of edgeFLEX,
describes the frequency control concepts and algorithms developed for future Virtual Power Plants
(VPPs) and Energy Communitys (ECs). These include a new theoretical concept for modeling,
estimation and control of frequency variations; a set of combined primary voltage-frequency con-
trol schemes for Distributed Energy Resources (DERs) and VPPs; an aggregated VPP model for
system-wide transient stability analysis studies; and a stochastic decentralized control strategy for
charging large fleets of Plug-in Electric Vehicles (PEVs). All algorithms are tested through computer-
based simulations according to the relevant scenarios defined in deliverable D2.1.
Revealing the meaning of frequency as well as the link between frequency and power variations at
the buses of modern power networks is an open research topic and an important problem for system
operators. The deliverable generalizes the concepts of the frequency divider and rate of change of
regulating power described in deliverable D2.2, to introduce a new quantity, namely, the Complex
Frequency (CF), The most significant property of the CF is its ability to give a more robust and clean
indication of frequency than the current state-of-art, especially to describe the behavior of frequency
variations at buses close to a disturbance. The proposed definition of CF is in accordance with the
commonly accepted definition of frequency and generalizes it.
A relevant aspect of DER and VPP regulation is the utilization of the active and reactive control loops
and which control signals are dedicated to which control objectives. In this vein, the deliverable
takes advantage of the theory on CF to present two control schemes. First, a technique is presented
based on a voltage feedback that improves the effectiveness of the Primary Frequency Control
(PFC) provided by DERs. This technique relies on remote bus voltage measurements and consists
in modifying the reference of the DER voltage control loop. Second, a combined control scheme
for DERs and VPPs is presented in which both active and reactive power injections are modified
to compensate both for frequency and voltage variations. An important aspect that impacts on the
effectiveness of both control schemes is the sensitivity of loads to voltage variations. Accordingly,
the deliverable also provides a novel approach to identify accurately and in real-time the parameters
of Voltage-Dependent Loads (VDLs).
The operation of the Distributed Generator (DG) units that compose a VPPmay rely either on a Grid-
Following (GFL) or Grid-Forming (GFM) control strategy. To be able to capture the effects of both
strategies on system-wide transient stability studies, the deliverable also proposes an aggregated
model that accurately reproduces the dynamic response of VPPs following a disturbance. The
proposed VPP model consists of a voltage source and a current source connected in parallel, with
a scope to emulate the respective synchronization transients of GFL and GFM-based DGs.
Finally, the deliverable studies the flexibility provision by ECs and provides an efficient algorithm
to control PEV chargers by dynamically allocating the available power in an optimized way and
without affecting the system stability. The proposed approach is based on an Additive-Increase-
Multiplicative-Decrease (AIMD) stochastic decentralized control strategy that manages the charging
of PEVs with little communication efforts, and is particularly suited for large numbers of PEVs.
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1. Introduction

1.1 Task 2.3: Frequency Control for Energy Communities with Future VPPs

This deliverable is the major output of task T2.3 in the work package WP2. The main goal of T2.3
is to define novel control concepts for VPPs. Two main approaches are considered. The first is a
fully decentralised approach based on a stochastic control approach which requires minimum com-
munications among distributed generation and Energy Storage Systems (ESSs) and guarantees
high scalability. The second approach is based on a hybrid centralised/decentralised control. The
centralised part of the control is run only at given times (e.g., every 5 minutes) and solves an optimi-
sation problem to properly allocate power and inertia reserves among the resources that compose
the VPP. With this aim, each resource has to communicate its current operating point (e.g., state
of charge), reserve and generation forecast for the next period to the VPP control centre. The
decentralised part of the control is based on a fast frequency control.

1.2 Objectives and Outline of the Deliverable

This deliverable aims at describing the frequency control algorithms developed for ECs with fu-
ture VPPs. A new theoretical concept that helps better understand and capture the frequency
variations in a power network is presented first. Second, two combined voltage-frequency control
schemes that efficiently utilize the active and reactive control loops of converter-based resources
are proposed. In practice, the performance and tuning of these control schemes depend on the
knowledge of the sensitivity of loads to voltage variations and thus, accurate formulas to capture
this sensitivity are also provided. Then, an aggregated dynamic model for VPPs consisting of both
GFL and GFM-based resources is developed. Finally, an efficient algorithm to control the charging
of large fleets of PEVs in an optimized and decentralized way is presented.

1.3 How to Read this Document

The frequency control concepts presented in this deliverable are tested based on the relevant sce-
narios and using the data and component models provided in deliverable D2.1. Note that the sce-
nario and model description in D2.1 has been revisited and proper modifications and updates are
provided in Sections A.1 and A.2 of this deliverable. We thus encourage the reader to go through
this document while referring in parallel, first, to the material presented in D2.1 and, second, to Sec-
tions A.1 and A.2 of the present deliverable, whenever relevant. Dependencies and links of task
T2.3 with other tasks within WP2, as well as of WP2 with other work packages from edgeFLEX,
including WP3, WP4, and WP5, are summarized in Figure 1.

1.4 Structure of the Deliverable

The remainder of this deliverable is organized as follows. Chapter 2 proposes the novel concept of
CF. Chapter 3 describes two combined voltage-frequency control schemes for DERs and VPPs,
as well as proper formulas to estimate the voltage-dependency of loads. Chapter 4 provides an
aggregated VPP model for system-wide transient stability studies. Chapter 5 presents a decentral-
ized charging strategy for PEVs. Finally, the deliverable is summarized and conclusions are drawn
in Chapter 6.
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Figure 1 – Relations between WP2 and other work packages
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2. The Complex Frequency Concept

2.1 Introduction

A well-known and accepted definition of the frequency of a signal x(t) = Xm(t) cos ϑ(t) is given in
the IEEE Standard IEC/IEEE 60255-118-1 [1], as follows:

f(t) = 1
2π

ϑ̇(t) = 1
2π

θ̇(t) + fo , (2.1)

where θ is the phase difference, in radians, between the angular position ϑ, also in radians, of
the signal x(t) and the phase due to the reference nominal frequency fo, expressed in Hz. If the
magnitude Xm of the signal is constant, this definition is adequate. However, if Xm changes with
time, the definition of the frequency in (2.1) does not provide a meaningful way to separate the
effects of the variations of ϑ andXm. Thus, the definition of frequency in themost general conditions
is a highly controversial concept that has been discussed at length in the literature (e.g. see the
interesting discussion in [2] and the references therein).

This chapter provides a novel interpretation of “frequency” as complex quantity. This CF takes into
account the time dependency of both ϑ and Xm. The CF allows a neat and compact representation
as well as a consistent interpretation of frequency variations in AC power systems. The CF is also
capable of explaining the interactions among active and reactive power injections at buses and
flows in network branches. It is important to note that the proposed approach does not attempt to
substitute the modeling approaches that go beyond the classical phasor representation or that focus
on analysis of non-sinusoidal signals (see, for example, [3] for a state-of-the-art survey on this topic
and the several references therein). On the contrary, the proposed concept of CF is compatible
with the approaches that have been proposed in the literature as it allows interpreting angle and
magnitude variations as complementary components of the same phenomenon, provided that one
accepts to extend the domain of frequency to the complex numbers.

This chapter focuses on electro-mechanical transients in high-voltage transmission systems. Thus,
the starting point is similar to that of [4, 5, 6, 7], that is, the transient conditions during which the mag-
nitude and the phase angle of bus voltage phasors vary, change according to the inertial response
of Synchronous Machines (SMs) and the frequency control of synchronous and non-synchronous
devices. On the other hand, harmonics, unbalanced conditions and electro-magnetic transients are
not taken into consideration. The resulting formulation is:

• exact, in the measure that power system models based on the dqo transform for voltage and
angle stability analysis are exact;

• general, as it provides a framework to study the dynamic effect of any device on the local fre-
quency variations at network buses; and

• systematic, because it provides the tools to determine analytically the impact of each device on
bus frequencies.

2.2 Background

The starting point is the set of equations that describe the complex power injections, in per unit, at
the n network buses of the system, say s̄ ∈ Cn, as follows:

s̄(t) = p(t) + ȷq(t) = v̄(t) ◦ ı̄∗(t) , (2.2)

where p ∈ Rn×1, q ∈ Rn×1 are the active and reactive power injections at network buses, respec-
tively; v̄ ∈ Cn×1 and ı̄ ∈ Cn×1 are the voltages and current injections at network buses; ∗ indicates
the complex conjugate; and ◦ is the element-by-element product of two vectors. In steady-state,
balanced conditions, (2.2) expresses the power flow equations. However, it is important to note
that, in (2.2), all quantities are assumed to be time-dependent. The elements of v̄ and ı̄ that appear
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in (2.2), in fact, are not to be interpreted as conventional phasors, but as dynamic quantities, which
in some studies are called Park’s vectors [8, 9]. A Park’s vector is a complex quantity obtained from
the dq-axis components of the well-known dqo transform. For example, for the voltage, one has:

v̄(t) = vd(t) + ȷvq(t) , (2.3)

where the components vd,k and vq,k of the k-th element of the vector v̄ are calculated as follows:vd,k(t)
vq,k(t)
vo,k(t)

 = P(t)

va,k(t)
vb,k(t)
vc,k(t)

 , P(t) =
√

2
3

cos(θo(t)) cos(θ′
o(t)) cos(θ′′

o (t))
sin(θo(t)) sin(θ′

o(t)) sin(θ′′
o (t))

1√
2

1√
2

1√
2

 , (2.4)

where θo is the angle between phase a and the q-axis, with θ̇o = ωo, θ′
o = θo − 2π

3 , and θ′′
o = θo + 2π

3 .
Transformation (2.4) is also applied to the abc currents. Since no assumption is made on the abc
quantities, the d- and q-axis components of Park’s vectors v̄ and ı̄ and, hence, (2.2) can be assumed
to be valid in transient conditions. It is important to note that the reactive power is not well-defined
for non-sinusoidal signals, e.g. see [10]. However, it is a common assumption, which effectively
underpins the vast majority of studies on the transient stability of power systems [11], to approximate
the reactive power as in (2.2). vo,k is the o-axis or zero component and is null for balanced systems.
If the system is not balanced and the o-axis components are not null, then the vector p in (2.2)
does not represent the total active power injections at network buses as it does not include the term
vo ◦ıo. The hypothesis of balanced system is not necessary for the developments presented below.
However, since the focus is on high-voltage transmission systems, in the remainder of this chapter,
balanced, positive sequence operating conditions are assumed.

For the purposes of the developments given below, it is convenient to rewrite (2.3) in polar form,
as v̄(t) = v(t) ◦ ∠θ(t), where v = |v̄|, ∠θ = cos(θ) + ȷ sin(θ) and θ(t) = ϑ(t) − θo(t). θ is the
vector of bus voltage phase angles referred to the rotating dq-axis reference frame, ϑ are the bus
voltage phase angles referred to a stationary reference, θo =

∫
t
ωodt is the angle of the rotating dq-

axis reference frame and ωo is the angular frequency in rad/s of the dq-axis reference frame. From
(2.1), the time derivative of θ gives ω(t) = θ̇(t) = ϑ̇(t) − ωo(t), where ω is the vector of frequency
deviations with respect to the reference frequency at the network buses. In [1], it is assumed that
ωo = 2πfo is constant and equal to the nominal angular frequency of the grid, e.g., ωo = 2π 50
rad/s in European transmission grids. Note that ωo being constant is not a requirement in (2.4).
However, for the derivations presented below, ωo is assumed to be constant when it is utilized to
calculate the values of reactances and susceptances. As for the reactive power, this is again a
widely-accepted approximation utilized in RMS models for angle and voltage stability analysis and
consists in assuming that the link between current injections and voltages is given by:

ı̄(t) ≈ Ȳ v̄(t) , (2.5)

where Ȳ = G+ȷB ∈ Cn×n is the well-known admittance matrix of the network. It is important not to
confuse (2.5) with the conventional relationship between current and voltage phasors (in which case
(2.5) is an exact equality). ı̄ and v̄ are Park’s vectors, i.e., complex quantities with time-varying real
and imaginary parts and, hence, (2.5) represents an approximation of the dynamics of the grid. In
turn, to obtain (2.5), it is assumed that, for network inductances and capacitances the relationships
between voltages and currents can be approximated with:

v̄ = L ˙̄ı = L( d

dt
+ ȷωo)̄ı ≈ ȷωoLı̄ = ȷXı̄ ,

ı̄ = C ˙̄v = C( d

dt
+ ȷωo)̄ı ≈ ȷωoCv̄ = ȷBv̄ ,

(2.6)

where d
dt is the time derivative relative to the Park rotating frame; ȷωo is the term due to the rotation

of the Park reference; and L, C, X, B are the inductance, capacitance, reactance and suscep-
tance, respectively. The quantities in (2.6) are assumed in absolute values. In turn, the approxima-
tion above assumes that electro-magnetic transients in the elements of the transmission lines and
transformers are fast and can be assumed to be in Quasi-Steady State (QSS). The approximation
(2.6) is applied also to the equations of the circuits of the devices connected to the grid, e.g., the
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equations of the SM. The focus of this chapter is, in fact, on the time scales of electro-mechanical
and primary frequency and voltage control transients, which are a few orders of magnitude slower
than electro-magnetic dynamics. Merging (2.2) and (2.5) yields:

s̄(t) = v̄(t) ◦ [Ȳ v̄(t)]∗ . (2.7)

These equations resemble the well-known power flow equations except for the fact that voltages are
Park’s vectors, not phasors, and, thus, bus power injections are, in general, time-varying quantities.

2.3 Formulation

According to the concept of the CF, the relationship between frequency variations and power flows
in an AC grid is given by the following expression:

˙̄s − s̄ ◦ η̄ = S̄ η̄∗ (2.8)

where S̄ ∈ Cn×n is a matrix whose (h, k)-th element is the complex power flow from bus h to bus
k; and:

η̄ ≡ ϱ + ȷ ω (2.9)

where η̄ is the vector of CFs of the buses of an AC grid. The derivation of (2.8) and (2.9) is provided
in Section A.3 of the ANNEX. In (2.9), the imaginary part is the usual angular frequency (relative to
the reference ωo). On the other hand, the real part ϱ represents the transient rate of change of the
bus voltages normalized with respect to their magnitude.

Equation (2.8) contains the information on how power injections of the devices connected to the grid
impact on the frequency at their point of connection as well as on the rest of the grid. In (2.8), the
elements of s̄ are the inputs or boundary conditions at network buses and depend on the devices
connected to grid, whereas S̄ depends only on network quantities. An alternative andmore compact
formulation to rewrite (2.8) is as a function of the currents, as follows:

v̄ ◦ ˙̄ı∗ = S̄ η̄∗ (2.10)

or:
˙̄ı = Ī η̄ (2.11)

where Ī = Ȳ diag(v̄). The derivation of (2.10) and (2.11) is provided in Section A.3 of the ANNEX.
As per (2.8), the right-hand sides of (2.10) and (2.11) depend exclusively on network quantities,
whereas the left-hand side is device-dependent. While equivalent, the relevant feature of (2.10)
and (2.11) with respect to (2.8) is that the CF vector only appears once.

Finally, (2.11) requires less calculations than (2.8). Thus, in a software where currents are modeled
as states and, thus, their first derivatives are available as a byproduct of the integration of the system
model, (2.11) can be an efficient alternative to (2.8) for the calculation of η̄.

2.4 Approximated Expressions

The developments of this chapter so far have assumed no simplifications except for neglecting
the electro-magnetic dynamics of network branches. All formulas that have been deduced are thus
accurate in the measure that the effects of electro-magnetic transients are negligible. In this section
we discuss how the derived expressions can be approximated while retaining the information on
the relationship between power injections and frequency variations at network buses.

Except during faults and some post-fault transients, it is not uncommon the case for which one can
assume that vh ≈ 1 pu and that bus voltage phase angle differences are small, hence sin(θh −θk) ≈
θh−θk and cos(θh−θk) ≈ 1. These assumptions, which, in turn, are the approximation utilized in the
fast decoupled power flow method [12], lead to s̄hk ≈ Ȳ ∗

hk. Moreover, for high-voltage transmission
systems, Ȳ ≈ ȷB. These approximations, allow obtaining the simplified expressions ˙̄s−s̄◦η̄ ≈ −ȷB
and ˙̄ı ≈ ȷB η̄ [13]. Then, approximating the term s̄ ◦ η̄ ≈ Ȳ∗

diagη̄, where Ȳdiag is a matrix obtained
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using the diagonal elements of Ȳ, and splitting the real and imaginary part of η̄, we arrive at:

ṗ′ ≈ B′ω , (2.12)

q̇′′ ≈ B′′ϱ , (2.13)

where B′
hk = −Bhk and B′

hh =
∑n

h̸=kBhk are the elements of B′; B′′
hk = −Bhk and B′′

hh = −2Bhh

are the elements of B′′. (2.12) is the expression deduced in [7] and that, with due simplifications,
leads to the Frequency Divider Formulas (FDFs), see [5, 14]. Considering the resistive parts of the
network branches, the following dual expressions hold:

ṗ′′ ≈ G′′ϱ , q̇′ ≈ G′ω , (2.14)

where the elements of G′, G′′ are defined as G′
hk = G′′

hk = −Ghk, G′
hh =

∑n
h̸=kGhk, and

G′′
hh = −2Ghh. From (2.14) it descends that, in lossy networks, the reactive power can be utilized

to regulate the frequency. The implications of this observation are further explored in Chapter 3.
Combining together (2.12), (2.13) and (2.14) leads to the following approximated expressions:

˙̄s′ ≈ ȷȲ′∗
ω , ˙̄s′′ ≈ Ȳ′′

ϱ . (2.15)

2.5 Simulation Results

Simulation results that illustrate the transient behavior of the CF as well as its accuracy in providing
bus frequency estimations are presented in Section A.4.1 of the ANNEX based onUseCase FC_E.1
(see Section A.1.3).
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3. Voltage-Frequency Control for Future DERs and VPPs

3.1 Introduction

Frequency regulation in power systems is traditionally provided by modifying the active power, while
the reactive power is modified to regulate the voltage. This appears as an intuitive choice for con-
ventional large-scale systems, where the active and reactive power flows are largely decoupled due
to the highly inductive nature of transmission lines [15]. On the other hand, DERs are integrated
within Distribution Networks (DNs), where the resistance/inductance ratio of feeders is large, thus
leading to a strong interaction of active and reactive power with voltage and frequency, respectively.
In this vein, a solution that has been proposed is to artificially impose the active/reactive power de-
coupling through the control of power converters, see e.g. the virtual impedance control approach
[16, 17]. Instead, in this chapter we focus on the potential of exploiting the coupling between the
active and reactive power for the design of efficient control loops that can improve the frequency
and voltage regulation of the power grid.

Some recent studies have explored the ability of power electronics-based devices to regulate the
frequency through voltage control. This concept of Voltage-based Frequency Control (VFC) ef-
fectively takes advantage of the sensitivity of loads to voltage variations. Examples of relevant
applications include resources in small isolated systems [18], DERs integrated within microgrids
[19], smart transformers [20], and Static Var Compensators (SVCs) installed at the transmission
system level [21].

The focus of this chapter is on the utilization of DER active/reactive control loops and on which
control signal is dedicated to which control objective. In this vein, the chapter presents two control
schemes, as follows:

• Section 3.2 presents a technique based on a voltage feedback that improves the effective-
ness of the PFC provided by DERs. This technique requires remote bus voltage measure-
ments and consists in modifying the reference of the DER voltage control loop.

• Section 3.3 presents a combined control scheme for DERs and VPPs, in which both active
and reactive power injections are modified to compensate both for frequency and voltage
variations.

In both schemes, we keep each control loop simple yet practical, by employing standard filters and
controllers widely used in industrial applications.

We note that, similarly to most controllers that mix the voltage and frequency feedback loops
see e.g. [18, 19, 20], the effectiveness of the control schemes proposed in this chapter depend
upon the sensitivity of loads to voltage variations. For the purpose of assessing these schemes
through simulations, it is acceptable to assume that the voltage-dependency of loads is known a
priori. However, in order to ensure that the performance of the proposed controls will not be com-
promised when put in practice, there is also a need for a way to accurately identify and track in
real-time the voltage dependency of loads. With this in mind, Section 3.4 proposes an optimization-
free method to estimate the parameters of VDLs through the measurements of only the load active
and reactive power consumption and frequency deviations at the load bus. The technique is a rel-
evant consequence of the CF concept described in Chapter 2. Both an exact and an approximated
formulation of the method are discussed.

3.2 Frequency Control Through Modified Voltage Control Reference

This section presents a technique to improve the effectiveness of the PFC provided by DERs and
ESSs, through synthesizing a proper voltage-based feedback signal. The feedback signal is uti-
lized to modify the reference of the DER voltage control loop. The technique is a byproduct of the
theoretical concepts introduced in Chapter 2 of this deliverable.
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3.2.1 Description of Control Scheme

In standard DER voltage control schemes, the voltage reference is constant, at least for a given
period. Hence, we have that:

vref(t) = vref
o = vh,o , (3.1)

where vref
o is the desired reference voltage and vh,o denotes the value, in steady-state, of the volt-

age magnitude at bus h where the DER is connected. Our goal in this section it to examine the
effectiveness of modifying (3.1) by using a proper feedback signal that aims to mitigate the part of
the injected active power that does not contribute to frequency regulation.

In general, a device that regulates the frequency imposes the total variation of power at its point
of connection. In terms of the theoretical derivations of Chapter 2, this implies imposing dph in
(A.5). Recall from Chapter 2 that dph can be expressed as a sum of two components, as dph =
dp′

h + dp′′
h. The term dp′

h is the component of the active power that can effectively modify or impact
the frequency in the grid. This observation is the key of the control proposed in this section. To
better illustrate this point, one can consider dp′

h, dq′
h in (A.7) with respect to time and substitute

dθk

dt = ωo ωk, where ωk is the frequency at bus k and ωo is the reference synchronous speed in rad/s.
On the other hand, the term dp′′

h mainly depends on the variations of the bus voltage magnitudes
and, thus, has a negligible impact on the frequency response of the system.

The proposed control has the objective to reduce – ideally, nullify – the term dp′′
h. Since this term

does not contribute to the frequency response of the system, the effect is to make dph ≈ dp′
h

and, hence, optimize the effectiveness of the frequency control. The control considered, in turn, is
designed to impose the following constraint:

dp′′
h = 0 . (3.2)

Using (A.2), and assuming for simplicity a lossless transmission system, i.e. Ghk = 0, and defining
B̃hk = Bhk sin θhk, we can express dp′′

h as follows [22]:

dp′′
h =

∑n
k=1 B̃hk(t)

(
vk dvh + vh dvk

)
. (3.3)

From (3.3), a sufficient condition so that (3.2) is satisfied reads as follows:∑n
k=1

(
vk(t) dvh + vh(t) dvk

)
= 0 . (3.4)

The last equation is equivalent to vh(t)
∑n

k=1vk(t) = co, where co is a constant, which, following from
the system initialization, is co = vh,o(t)

∑n
k=1vk,o(t). Finally, the modified voltage control reference

that is used to achieve the control objective (3.2) is:

vref(t) = co∑n
k=1vk(t)

. (3.5)

(3.5) is valid also for lossy transmission systems, i.e. Ghk ̸= 0, and is, thus, a general condition.
Implementation of (3.5) requiresmeasuring the voltagemagnitudes at the buses to which the DER is
connected which in turn depends on the topology of the system. Figure 2a shows a DER connected
to the grid in antenna. In this case, only one remote measurement is needed, namely v2. If the DER
is connected to the grid through multiple buses, more measurements are required. For example, in
the topology shown in Figure 2b, one has to measure v2 and v3.

3.2.2 Simulation Results

The effectiveness of the proposed voltage control reference in improving the frequency response
of DERs is tested by considering Use Case FC_A.1 defined in deliverable D2.1. The modifications
with respect to the original Western Systems Coordinating Council (WSCC) system are as follows.
SMs at buses 2 and 3 have been replaced by DERs. Then, the mechanical starting time of the SM
connected to bus 1 is decreased to 23 s. With the above changes, the inertia of the system has
been reduced by 65 % compared to the data of the original system. Finally, in Section A.4.2.1.2 an
ESS is connected to bus 5.
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Figure 2 – Examples of DER connectivity to the grid

The DER and ESS frequency control models employed in this section are described in Section A.2.1
of D2.1 [23], while voltage control models are described in Section A.2.1 of this document. We
consider the following control modes:

1. CPC (Constant Power Control), i.e. without the frequency and voltage control loops;

2. FC, i.e. with the frequency control connected and the voltage control disconnected;

3. FC+VC, i.e. with both frequency and voltage control connected and the voltage control
reference given by (3.1);

4. FC+MRVC (Modified-Reference Voltage Control), i.e. with both frequency and voltage con-
trol connected and with the modified voltage control reference given by (3.5).

Simulation results are presented in Section A.4.2.1 of the ANNEX.

3.3 Coupled Voltage-Frequency Control Scheme

This section presents a control scheme for DERs, in which both active and reactive power are varied
to regulate both frequency and voltage. This is in contrast to current practice, where frequency and
voltage controllers are decoupled.

3.3.1 Control Structure

The block diagram of the proposed control is depicted in Figure 3. The control scheme consists of an
inner current control loop and two outer loops for frequency and voltage regulation, respectively. The
current control loop regulates the d and q axis components of the current (ıd, ıq) in the dq reference
frame. These components are limited between their minimum and maximum values through an
anti-windup limiter. The frequency control loop receives the frequency error ϵω and applies a droop
control and a washout filter in parallel. On the other hand, the voltage control loop adjusts the
bus voltage error ϵv by means of a Proportional-Integral (PI) controller and a washout filter also in
parallel. The outputs of the frequency and voltage controls are then added to the DER’s active and
reactive power references. Observe that we have adopted simple conventional controllers, as these
are the most commonly implemented in practice. The main objective is to show how combining the
effect of different control channels impact on the performance of the overall power system.

The examined DER control scheme includes four channels that can be combined to formulate dif-
ferent active and reactive power control modes. A summary of the available control modes for the
active power of the DER is as follows:

• FP: The active power is employed to regulate the frequency. The FP mode is the standard
way to regulate the frequency in conventional power systems.

• VP: The active power is employed to regulate the voltage. In this mode, a voltage control
channel acts by modifying the DER active power reference.
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Figure 3 – DER control scheme

• FVP: The active power reference is modified to control both the frequency and the voltage.
In this case, both FP and VP in Figure 3 are switched on.

Similarly, a summary of the available modes for the control of the DER reactive power is as follows:

• VQ: The reactive power is utilized to regulate the voltage. This is the classic approach,
i.e. voltage regulation is conventionally realized by means of the VQ mode.

• FQ: The reactive power reference of the DER is modified to provide frequency regulation.
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• FVQ: Both VQ and FQ are switched on in a combined control of the reactive power.

In this deliverable we study the effectiveness of frequency and voltage regulation provision through
both the active and reactive power of DERs, which leads to the combined scheme FVP+FVQ. In
Section A.4.2.2 of the ANNEX, the dynamic performance of this configuration is compared to other
configurations, including the conventional approach to frequency-voltage control, i.e. FP+VQ.

3.3.2 Assessment Metric

The examined control configurations are assessed using standard criteria, such as the deviation of
frequency and voltages from their nominal values. As a complementary assessment tool, this sec-
tion presents a scalar metric that is employed to capture the combined effect of frequency/voltage
response provided at a bus of the power network. Consider equations (A.5), (A.6). The parts of
dp′

h, dq′′
h and dp′′

h, dq′
h that are due to local variations of the frequency and the voltage at bus h,

respectively, are given by the following expressions [24]:

dp′loc
h = −qhdθh , dq′′loc

h = phdθh , dp′′loc
h = ph

vh
dvh , dq′loc

h = qh

vh
dvh . (3.6)

Then rewriting equations (3.6) using time derivatives, one has:

dp′loc
h

dt
= −qhθ′

h ,
dq′′loc

h

dt
= phθ′

h ,
dp′′loc

h

dt
= phϱh ,

dq′loc
h

dt
= qhϱh , (3.7)

where
θ′

h = dθh

dt
, ϱh = 1

vh

dvh

dt
. (3.8)

Note that θ′
h, ϱh, are, in fact, the components of the CF described in Chapter 2. θ′

h is the deviation of
the bus frequency with respect to the synchronous frequency; whereas ϱh represents the transient
rate of change of the voltage normalized with respect to the bus voltage magnitude. The latter quan-
tity has the unit of a frequency and is thus comparable with the frequency deviation θ′

h. Since we
are interested in assessing the combined active/reactive injection effect on voltage and frequency,
we utilize as a metric of the joint frequency/voltage response at bus h the following quantity:

µh =
∫ t

t0

√
(θ′

h)2 + (ϱh)2 . (3.9)

This metric is obtained since we are interested in assessing the cumulative effect of
√

(θ′
h)2 + (ϱh)2

for a given time interval [t0, t]. This interval is determined based on the time scale of the primary
response of generators, which lasts from few seconds to few tens of seconds. Themetric in (3.9) has
the property that the two components corresponding to the frequency and voltage are considered
with the sameweights and have the same units, thus being summable and directly comparable. The
metric is used to compare the effectiveness of different DER active/reactive control configurations.
In this regard, note that smaller values of µh are obtained for smaller frequency/voltage variations,
which in turn, indicate a better dynamic response at bus h.

3.3.3 Simulation Results

The proposed control scheme is tested for DERs and VPPs, by considering Use Case FC_A.2 and
Use Case FC_B.2 (see Section A.1 of the ANNEX). The modified New England system includes
a 30 % penetration of non-synchronous generation. In particular, the SMs connected to buses 34,
35 and 37, are substituted by converter-based DERs. Considering the practical capacity of a single
DER, the DERs connected to each bus here are not single generation sources but are modeled as a
combination of several DERs. Loads are modeled using the ZIP model [25]. ZIP loads in this study
consist of 20 % constant power, 10 % constant current, and 70 % constant impedance consump-
tion. Finally, SMs are assumed to participate to Secondary Frequency Control (SFC) through an
Automatic Generation Control (AGC) scheme. The AGC is modeled as an integrator whose output
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is used to update the active power set-points of the SMs every 5 s. The modified New England
system is shown in Figure 4. DERs and their controls are modeled as described in Section 3.3.1.

Simulation results are presented in Section A.4.2 of the ANNEX. These results evaluate the pro-
posed control in comparison to the classic frequency-active power, voltage-reactive power scheme,
and assess the effects on its performance of the behavior of the loads; of the resistance/inductance
ratio of the network lines; of the level of DER penetration to the grid; and of the system’s granular-
ity. In particular for the scope of showing the effect of the system’s granularity, Section A.4.2.2.7
considers a more detailed modeling of the DN and loads, as shown in Figure 5.
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Figure 4 – Modified New England system with DERs

3.4 Estimation of Voltage Sensitivity of Loads

3.4.1 Formulation

This section proposes a technique to estimate the parameters of VDLs using non-confidential mea-
surements. This technique is an application of the CF concept described in Chapter 2. We start
with the power consumption of a VDL, which is defined as:

s̄h = ph + jqh = −pL,ov
γp

h − ȷ qL,ov
γq

h . (3.10)

Τhen:
˙̄sh = −pL,o γp v̇h v

γp−1
h − ȷ qL,o γq v̇h v

γq−1
h = (γp ph + ȷ γq qh) ϱh , (3.11)

where it is assumed that the exponents γp and γq are constant and that pL,o and qL,o vary “slowly”
with respect to vh. From (2.8) and (3.11), one obtains (γp ph + ȷ γq qh) ϱh =

∑n
k=1[s̄hk(η̄h + η̄∗

k)],
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Figure 5 – Topology of DN model used in Section A.4.2.2.7

and, splitting real and imaginary parts:

γp = (ph ϱh)−1 ℜ {
∑n

k=1s̄hk(η̄h + η̄∗
k)} , γq = (qh ϱh)−1 ℑ {

∑n
k=1s̄hk(η̄h + η̄∗

k)} , (3.12)

where the right-hand sides can be determined based on measurements. The fact that ϱh → 0 in
steady-state can create numerical issues, which can be solved using finite differences over a period
of time ∆t, namely η̄h ≈ ∆ζ̄h/∆t, η̄∗

k ≈ ∆ζ̄∗
k/∆t, and ϱh ≈ ∆uh/∆t, as follows:

γ̂p ≈ (ph ∆uh)−1 ℜ
{∑n

k=1s̄hk(∆ζ̄h + ∆ζ̄∗
k)

}
,

γ̂q ≈ (qh ∆uh)−1 ℑ
{∑n

k=1s̄hk(∆ζ̄h + ∆ζ̄∗
k)

}
.

(3.13)

Using the approximation s̄hk ≈ −jBhk in (3.13), the following approximate yet accurate empirical
formula can be obtained for the estimation of the load active power voltage exponent, see [13, 26]:

γ̆p(t) ≈ (2 − ρ) ∆ph(t)
∆ph(t) + ∆p′

h(t)
, (3.14)

where ˘ indicates that estimated quantities and the time derivatives can, in practice, be approxi-
mated with finite differences [26]; the factor κ is a function of the ratio of the branches that connect
the VDL to the rest of the grid, i.e. κ = κ(Rhk/Xhk). Moreover, the coefficient γq of the reactive
power of the VDL can be deduced from (3.14), as follows:

γ̆q(t) ln
(

ϵ − ph(t)
pL,o

)
− (γ̆p(t) − λ) ln

(
ϵ − qh(t)

qL,o

)
= 0 , (3.15)

where ϵ, λ ≪ 1, are positive coefficients to prevent initialization issues when ph/pL,o ≈ 1 and/or
qh/qL,o ≈ 1, as well as the trivial solution γ̆p = γ̆q = 0 Note that, due to the approximations adopted
to obtain (3.14), (3.15), expressions (3.13) are in general more accurate in estimating the VDL
parameters. On the other hand, note that (3.14), (3.15) are relatively simpler to use in practice, since
they can be readily implemented exclusively through standard power and frequencymeasurements.

3.4.2 Simulation Results

The VDL estimation techniques described in the previous section are tested using UseCase FC_E.1
andUseCase FC_E.2 defined in deliverable D2.1 and updated in see Section A.1 of this deliverable.
Simulation results are presented in Section A.4.2.3 of the ANNEX.
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4. Aggregated Virtual Power Plant Model

4.1 Introduction

The vast majority of existing aggregated VPP models are aimed to solve the economic dispatch
and energy management problems and are thus steady-state models [27, 28]. On the contrary, this
chapter proposes an aggregated VPP model for power system transient stability analysis.

To date, the transient analysis of systems with high penetration of renewables is based on models of
individual DGs. Based on the structure of their controls, i.e. current source or voltage source control,
the converters of these DGs are classified as GFL or GFM [29]. Recent research has focused
on developing both detailed [30, 31] and simplified [32, 33] models of GFL-DGs and GFM-DGs.
However, modeling VPPs using such models may lead to a considerable computational burden,
especially if the number of the VPP resources is large and/or there is a large number of VPPs in
the grid. From the viewpoint of Transmission System Operators (TSOs), in fact, it is not viable to
model the transient behavior of each small unit of a VPP. In contrast, what is of primary interest is
the transient response of the VPP as a whole.

Aggregating the capacities of several small units is common practice. In fact, TSOs often rely on
aggregated grid models for dynamic security assessment. Examples of aggregated models of SMs,
Wind Power Plants (WPPs), ESSs, can be found in [34, 35, 36]. Regarding VPPs, developing an
aggregated model with good accuracy is a challenging task to complete. For example, most avail-
able models of DGs assume that DGs apply a GFL mode, whereas VPPs mix GFL and GFM units
with various frequency and voltage controls, and thus their response is more involved. Moreover, in
order to model a VPP accurately, system identification is also required to determine the parameters
of the aggregated model, e.g. see [37, 38].

This chapter proposes an aggregated dynamic model able to accurately reproduce the transient
response of a VPP. Since the units in a VPP can be either GFL or GFM, the proposed VPP model
consists of a voltage source and a current source in parallel to emulate synchronization transients
separately.

4.2 Background

This section provides a brief overview of the Grid-Following (GFL) and Grid-Forming (GFM) DG
control strategies.

4.2.1 Grid-Following DG

The GFL-DG behaves like a current source. Its grid synchronization is based on a Phase-Locked
Loop (PLL), which tracks the voltage phase angle at the Point of Common Coupling (PCC). As-
suming that the phase angle of the PCC voltage is the reference, the phase of the VPP at the Point
of Connection (POC) is −δ. Then the PCC voltage components in the synchronous dq-frame can
be written as follows:

vd = vpoc cos(−δ) − (ωg + ∆ω) lg ıq , vq = vpoc sin(−δ) + (ωg + ∆ω) lg ıd , (4.1)

where ωg is the grid frequency, ∆ω = ω − ωg, lg is the inductance from the DG to the POC. The
GFL-DG synchronization time constant is typically in the range [50, 100] ms. When the converter is
perfectly synchronized with the grid, vq = 0 and vd = vpoc. Moreover, the active and reactive power
are decoupled. The converter control reference currents are:

ıref
d = pref

vd
, ıref

q = −qref

vd
, (4.2)
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where the reference active and reactive powers are given by:

pref = pref
o + Kd(ωref − ω) − M ω̇ , qref = qref

o + Kq(vref − vd) , (4.3)

where ωref and vref are the reference frequency and voltage, respectively. The active power refer-
ence pref contains the feed-forward power pref

o from the DC source of the DG and the power for the
fast frequency response and the PFC, where the frequency signal ω is obtained from the PLL; and
the reactive power reference qref contains the reactive power set point qref

o and the compensated
reactive power for the voltage support. The power delivered by the GFL-DG to the POC is:

p = ıd vpoc cos(−δ) + ıq vpoc sin(−δ) , q = −ıq vpoc cos(−δ) + ıd vpoc sin(−δ) . (4.4)

Note that converter current control dynamics can be neglected as their time scale is in the order of
1 ms i.e. much faster than the synchronization dynamics. Thus, we assume ıd = ıref

d , ıq = ıref
q .

4.2.2 Grid-Forming DG

The GFM-DG aims to substitute SMs in imposing the voltage and frequency to the grid. Its grid
synchronization is based on the same principle as the SM, i.e. based on the power balance. A
particular synchronization method for GFM-DGs is the Virtual Synchronous Generator (VSG), which
consists in emulating the inertia through a swing equation. Again assuming that the PCC is the
reference, the phase of the VPP at the POC is −δ. Then the synchronization of the VSG is:

Mω̇ = p − pref
o + Kd(ωref − ωg) + D(ω − ωg) , (4.5)

where D is the damping coefficient. The voltage support in the GFM-DG is an Automatic Voltage
Regulator (AVR) with gain Kv:

v = vref + Kv(vref − vpoc) . (4.6)

Since the GFM-DG controls the voltage directly, its reactive power couples with the active power
and the power at the POC as a consequence of the voltage difference between the PCC and POC.
Assuming the that system impedance is purely reactive, the power at the POC is:

p = v vpoc

ω lg
sin δ , q = v vpoc

ω lg
cos δ −

v2
poc

ω lg
. (4.7)

The converter voltage control dynamics are of the order of 10 ms and are thus neglected. For the
same reason, the dynamics of the current control are also not considered, as in the GFL-DG model.

4.3 Aggregated VPP Model

GFL-DG and GFM-DG have different dynamic responses (see Section 4.2). To properly capture
their transients, the proposed aggregated VPP model includes one current and one voltage source.
Then, the loads in the VPP are represented with three aggregated loads according to their locations,
i.e. based on whether they are located close to GFL-DG, close to GFM-DG, or close to the VPP
POC to the grid. In steady-state, since GFL-DGs control the active and reactive power directly, the
aggregated current source is modeled as PQ bus with negative power; whereas, since GFM-DGs
control the active power and voltage directly, the aggregated voltage source model is modeled as a
PV bus. The remainder of this section describes the components of the proposed aggregated VPP
model.

4.3.1 Aggregated Current Source Model

Let the VPP include n GFL-DGs. Taking the POC as the observation point, these GFL-DGs can be
represented by a Norton equivalent circuit where, the n current sources are connected in parallel.
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The resulting aggregated model is [39]:

ıd,a =
∑n

i=1 pref
o,i +

∑n
i=1 ∆pi

vd
, ıq,a = −

∑n
i=1 qref

o,i +
∑n

i=1 ∆qi

vd
,

1
lg,a

=
n∑

i=1

1
lg,i

, (4.8)

where ∆pi (∆qi) is the active (reactive) power compensation of the i-th GFL-DG for frequency
(voltage) support, i.e.:

n∑
i=1

∆pi =
n∑

i=1
Kd,i(ωref − ωi) −

n∑
i=1

Miω̇i ,

n∑
i=1

∆qi =
n∑

i=1
Kq,i(vref − vpoc) , (4.9)

where the same set points ωref and vref are assumed for all GFL-DGs. In turn, the f-P gain, rate
of change of frequency gain and V-Q gain of the aggregated current source model are obtained by
summing the respective values of all the GFL-DGs in the VPP.

The synchronism difference of the GFL-DGs mainly depends on the term lgıd. The larger lgıd is,
the longer the synchronizing dynamics. In fact, the feed-forward loop of the GFL-DG synchronizing
dynamics depends on lgıd(Kp + Ki

s ). Then, the aggregated PLL parameters can be computed as
the weighted sum of the PI parameters of all GFL-DGs in the VPP:

Kp,a + Ki,a

s
=

∑n
i=1 lg,i ıd,i (Kp,i + Ki,i

s )∑n
i=1 lg,i ıd,i

≈
∑n

i=1 lg,i pref
o,i (Kp,i + Ki,i

s )∑n
i=1 lg,i pref

o,i

. (4.10)

4.3.2 Aggregated Voltage Source Model

Let the VPP include m GFM-DGs. Taking the POC as the observation point, the GFM-DGs can
be represented by a Thevenin equivalent circuit where the m voltage sources are connected in
parallel. The resulting aggregated model is a voltage source connected to the POC through a line.
The power of the aggregated voltage source is the sum of the powers of all GFM-DGs:

pa =
m∑

i=1
pi ≈ vivpoc sin δi

m∑
i=1

1
ωolg,i

, qa =
m∑

i=1
qi ≈ vivpoc cos δi

m∑
i=1

1
ωolg,i

−v2
poc

m∑
i=1

1
ωolg,i

, (4.11)

where for simplicity we use the approximation ωi ≈ ωo. From (4.11), the line susceptance of the
aggregated voltage source is the sum of all GFM-DG susceptances. Then, substituting (4.6) into
(4.7) and (4.11), the reactive power due to the voltage change (∆v = vref − vpoc) at the POC is:

∆qa = ∆v

m∑
i=1

Kv,i cos δi

ωo lg,i
, (4.12)

where, again, we assume ωi ≈ ωo, ∀i = 1, . . . , m. Finally, the aggregated AVR gain Kv,a is com-
puted as the weighted sum of the AVR gains Kv,i of all GFM-DGs:

Kv,a =
∑m

i=1(Kv,i cos δi/ωolg,i)∑m
i=1 cos δi/ωo lg,i

≈
∑m

i=1 Kv,i qi∑m
i=1 qi

. (4.13)

The dynamics of the frequency response and synchronization are in a loop whose dynamic behavior
is determined by the inertia, damping and droop coefficients. The inertia Ma and droop Kd,a of the
aggregated voltage source model is the sum of inertias and droops of all GFM-DGs:

Ma =
m∑

i=1
Mi , Kd,a =

m∑
i=1

Kd,i . (4.14)

The equivalent frequency is obtained as the weighted sum of the frequencies of all GFM-DGs,
similarly to the concept of the Center-Of-Inertia (COI). However, the synthetic damping cannot be
simply computed as the sum of the damping coefficients of the GFM-DGs, because it is also affected
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by the losses within the VPP. Instead, the damping is computed through (4.5), as follows [39]:

Da =
∑m

i=1 pi − pref
o − Ka

d (ωref − ω) + ω̇Ma

ω − ωg
. (4.15)

4.3.3 Aggregated Load Model

We assume the VDL model described in Secton A.2.3 of D2.1. Loads are distributed within the VPP
and we assume that their voltages depend on nearby DGs. GFL-DGs control the power directly,
while their terminal voltages are passively controlled as a consequence of the assigned power set
point. On the other hand, GFM-DGs control the voltage directly. That said, loads are classified into
three categories, depending on their location. In particular, vi is set to the voltage (i) at the POC if
the load is close to the POC; (ii) of the aggregated current source output if the load is close to the
GFL-DG; (iii) of the aggregated voltage source output if the load is close to the GFM-DG. Then, the
distributed loads are aggregated into three clusters, namely at the buses of the POC, current source
and voltage source, respectively. Note that, in reality, vi is not exactly equal to the aggregated bus
voltage. Hence a small mismatch on loading is inevitable.

4.3.4 Model Identification

A VPP generally measures (vi, ıd,i, ıq,i) or (pi, qi, ωi) at the terminal of each DG, and commands
the set point pref

o,i , qref
o,i , vref , ωref and the primary control gains Kd,i, Kq,i, Kv,i to each DG. However,

the internal dynamic parameters, inertia Mi, input inductance lg,i and damping Di are not known
by the VPP. In the aggregated model, the damping can be identified with (4.15) but the inertia Mi

and input impedance lg,i still need to be identified. The power system identification is a broad and
open research topic and there exist plenty of relevant methods in the literature. Inertia in this model
is estimated using the method described in [40]. The system reactance from each DG to the POC
is computed via a derivation of the power flow equations [7, 41]:

lg,i = vivg sin(δi)
∆pi

≈
vivg

∫
(ωi − ωg)
∆pi

. (4.16)

4.4 Simulation Results

The suitability of the proposed VPP model for system-wide applications is tested considering dif-
ferent contingencies and based on Use Case FC_B.2, see Section A.1.2 of the ANNEX. The New
England system is modified to include 3 VPPs, i.e. 3 SMs with nearby loads are replaced by VPPs.
The modified system is shown in Figure 6. For simplicity, the topology of each VPP is identical, but
the capacities and parameters of the DGs, as well as the distributed loads in the VPP, are different.
GFL- and GFM-DGs are represented by detailed models [42], including the dynamics of voltage
and current controllers and converter filters.

Simulation results are presented in Section A.4.3.
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5. Decentralized Charging of Plug-In Electric Vehicles

5.1 Introduction

PEVs are a valuable resource of flexibility for the power system. This section proposes an al-
gorithm that exploits this flexibility, by providing an efficient way to control the charging of PEVs
without affecting the system stability. The proposed approach is based on an Additive-Increase-
Multiplicative-Decrease (AIMD) stochastic decentralized control strategy to efficiently and seam-
lessly manage the charging of PEVs with little communication efforts, and is particularly suited for
large numbers of PEVs.

The impact of PEVs on power system dynamics is intrinsically tied to their charging strategy. Without
a suitable control, in fact, the charging of large fleets of PEVs may compromise the operation and
security of power systems [43]. Among existing studies that investigate the impact of large numbers
of PEVs on power system dynamics, we cite [44, 45, 46]. On the other hand, if proper control
schemes are applied, PEVs can help maintain or even improve the performance of the power grid
[43]. Relevant literature studies solutions for provision of flexibility by PEVs both in short-term
[47, 48] and long-term [49, 50] time scales.

The charging control system of PEVs can be implemented following either a decentralized or a
centralized strategy [51]. Comparison between the two shows that centralized management of the
charging process of a large number of PEVs may become computationally intractable and impracti-
cal, and thus, most charging algorithms are evolving towards a decentralized structure [52]. For this
reason, the strategy proposed in this chapter follows a decentralized approach. In particular, the
decentralized AIMD algorithm is considered; this approach has been applied for a particular class
of resource-sharing problems, where a group of agents with limited or no communication abilities
wish to optimally share a given resource [53]. In our case, the algorithm coordinates the charging
rates of PEVs, so that the available power can be utilized by all vehicles in a fair and safe fashion.
Since this approach is fully decentralized, it implies that the solution is scalable and independent
from the number of agents. In our case particularly, this means that it is neither required to count
the number of PEVs connected for charging, nor the amount of energy that they need. Accord-
ingly, neither PEVs, nor charging stations, require to communicate any information, contrary to the
vast majority of other existing distributed charging algorithms. In fact, AIMD algorithms have been
already discussed for PEV charging in some works [54, 55, 56]. These references envisage the
adoption of AIMD but they do not consider any model of the power grid. Recently, [57] proposes
AIMD algorithms for PEV charging control supported by a distribution grid model, and measure-
ments of local voltages are used to decentralize the charging operation. While this approach is
similar to the one proposed in this chapter, yet no optimization problem is formulated in [57] and,
thus, the whole power capacity of the network is not fully utilized during the charging process.

5.2 AIMD-Based Decentralized Control of PEVs

The problem of optimal allocation of a shared resource (here, power) among a set of competing
agents (here, PEVs) arises in many different scientific and engineering applications. The AIMD
algorithm, which was initially introduced to address internet congestion problems and optimally
share bandwidth between connected computers, may be efficiently used to solve this problem. In
particular, AIMD is known to be very attractive when the number of agents is continuously changing
(here, PEVs connect and disconnect from the grid), with limited or no communication abilities. The
algorithm consists of two alternating phases:

1. the Additive Increase (AI) phase: the resource consumption of each agent increases lin-
early in time with a certain step α > 0;

2. the Multiplicative Decrease (MD) stage: each agent decreases its consumption in a multi-
plicative fashion, with a certain slope β > 0.
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In particular, the MD step is performed when a Capacity Event (CE) occurs, which means that the
limit of the shared resource has been reached, e.g. all the available power is fully shared by the
connected PEVs. Let t1 < t2 < · · · < tk < . . . denote the time instants when CEs occur; if t+

k+1 is
the instant after the agent i performs an MD step at time tk, its share of the resource xi(t+

k+1) is:

xi(t+
k+1) = β lim

t→tk+1
xi(t) , (5.1)

and then agent i will return to the AI phase, until the next CE occurs. Therefore, the equation
describing the behaviour of the i-th agent is the following:

xi(t) = βxi(tk) + α(t − tk), t ∈ (tk, tk+1) , (5.2)

where tk and tk+1 represent two consecutive time instants at which a CE occurs.

We tailor the general AIMD algorithm for our application, as follows: each bus of the network has
a maximum allowed power pmax

s that is shared among PEVs; let us denote with pi,s the power
consumption of the i-th agent at the s-th bus. Then a CE occurs at the s-th bus when the sum of
the charge rates pi,s of all connected PEVs exceeds the maximum available power pmax

s .

5.3 Unsynchronized AIMD Control
The version of the AIMD algorithm described above is also known as the synchronized AIMD, as
all PEVs reduce the charging rate in a multiplicative fashion when a CE is notified. In reality, it is
sufficient that only a subset of PEVs decrease their charge rates and this possibility is useful to
prioritize some PEVs over others [58]. This can be achieved by implementing an unsynchronized
version of the AIMD, where only a subset of PEVs react to a CE, in a probabilistic way.

Priorities of single buses can be formally stated by assuming that each PEV i has its own Utility
Function (UF) fi,s(pi,s), where for convenience we consider convex, strictly differentiable UFs fi,s(·)
that have a global minimum for the maximum allowed charge rate (i.e., here 3.3 kW). Roughly
speaking, this implies that theminimum value of the UF of PEVs is achieved when PEVs are charged
at the maximum power. Accordingly, we formulate an optimization problem for each bus as follows: min

pi,s∈[0,3.3]kW

∑n(s)
i=1 fi,s

(
pi,s

)
∑n(s)

i=1 pi,s ≤ pmax
s ,

(5.3)

where n(s) is the number of PEVs connected to the s-th bus. Roughly speaking, Problem (5.3)
works as follows: when there are no stability issues, then the minimization of the sum of the UFs
is achieved when PEVs are charged at the maximum charging rate; when the aggregated vehicles
load reaches the power limit, then PEVs are charged at a lower charging rate and safer system
configurations are restored. The optimization problem (5.3) can be solved in a fully decentralized
way if we let each vehicle asynchronously perform the decrease step with probability [59]:

πi,s(p̄i,s(t)) = Γ
f ′

i,s(p̄i,s(t))
p̄i,s(t)

, (5.4)

where f ′(·) is the derivative of function f(·) with respect to time, and p̄i,s(t) is the average charge
rate of PEV i at bus s at previous time steps (to improve smoothness of the solution):

p̄i,s(t) = 1
t

∫ t

0
pi,s(τ) dτ , (5.5)

and Γ appearing in (5.4) is a constant required to map πi,s into a probability, i.e., 0 ≤ πi,s ≤ 1. Equa-
tion (5.4) means that each PEV i reacts to a CE independently from the others, with the customized
probability πi,s(p̄i,s(t)) based on its historical power consumption. Algorithm 1 provides a pseu-
docode to implement the AIMD algorithm at each bus. If convex UFs are considered as in our case,
and parameters α and β are the same for all agents, then the convergence analysis described in
[59, Section 4] can be used, and Algorithm 1 produces a long-term average that converges almost
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surely to the optimal solution of (5.3).

Algorithm 1 Unsynchronized AIMD algorithm at the s-th bus
Initialisation: k = 1;

while k < ksimulation do
if

∑
i

pi,s(k) ≥ pmax
s (k) then

pi,s(k + 1) =
{

βpi,s(k), with probability πi,s(p̄i,s(k))
pi,s(k) + α, with probability 1 − πi,s(p̄i,s(k))

;

else
pi,s(k + 1) = pi,s(k) + α;

end if
k = k + 1;

end while

Unlike many other optimization approaches, the AIMD does not require to solve a new optimiza-
tion problem as new PEVs connect for charging, but a new optimized solution is obtained; all the
communication is restricted to a CE, i.e. a 0 or 1 bit of communication.

In a practical implementation of Algorithm 1 in a power grid, we assume that it would be too com-
plicated, and anyway not fundamental, to change the charging rates of PEVs too often, and for this
reason we assume that CEs only occur every 30 s, in accordance with [60].

5.4 Simulation Results

The proposed AIMD-based charging control strategy is tested based on Use Case FC_C.1 defined
in deliverable D2.1 [23]. The New England system is modified by replacing Gens 1 and 5 with WPPs
of same capacity, with detailed dynamic models of the doubly-fed induction generator, wind turbine
and maximum power point tracking and voltage control of the power electronic converters [25].

Loads are connected to the grid through Under-Load Tap Changers (ULTCs) with discrete control
of the voltage. Moreover, aggregated models of the PEV charging stations (see Section A.2.2) are
assumed to be located at buses 3, 4, 7, 8 and 12; for simplicity, all stations have the samemaximum
charging rate, i.e. 3.3 kW, which is the typical nominal rate of domestic chargers [61]. SVCs have
also been included at these buses to prevent collapses due to shortage of reactive power in the
grid. Note that, since the focus is on PEVs, we have not included in the system a fast frequency
control in WPPs nor large batteries. The load consumption of the system has been increased by
10 pu with respect to the original data, and pre-existing loads (including industrial and residential
loads) at each bus of the system are considered constant, which allows one to separate the effects
of the PEVs from those of conventional loads.

Simulation results are presented in Section A.4.4 of the ANNEX.
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6. Conclusions

This deliverable presents the frequency control algorithms developed for future VPPs and ECs, in-
cluding modeling and estimation of frequency and power variations with the CF concept, combined
active and reactive power regulation of DERs and VPPs, frequency measurement-based estimation
of VDLs, aggregated modeling of VPPs comprising GFL and GFM-based resources, and decen-
tralized charging control of large fleets of PEVs.

Results on the concepts described in Chapter 2 show that the newly defined CF is able to better
capture the power and frequency variations in a power network compared to state-of-the-art approx-
imated expressions, including the FDF described in deliverable D2.2. Moreover, the CF is useful
for evaluating how good is the estimation of the frequency obtained with a given PLL, and also
appears as a valuable tool for the design of efficient control schemes and novel dynamic estimation
techniques.

The deliverable presents two control schemes for DERs and VPPs. The first control scheme con-
sists in modifying the reference of the DER voltage control loops according to a proper voltage-
based feedback. Simulation results show that this control provides a significant improvement of the
frequency regulation for a class of disturbances, e.g., short-circuits and line outages. The second
scheme is a combined controller for converter-based DERs and VPPs, in which both active and
reactive power injections are modified to compensate both for frequency and voltage variations.
The controller is evaluated in terms of local voltage variations and system COI frequency dynamic
response, as well as in terms of a properly defined joint voltage/frequency response metric. Sev-
eral simulations are carried out and results indicate that, overall, the proposed scheme outperforms
other possible active/reactive power control modes and provides a significant improvement to the
dynamic response of the system. The performance of both control schemes is dependent upon the
voltage sensitivity of nearby loads. Consequently, the deliverable also describes a novel dynamic
estimation technique to identify in real-time the parameters of VDLs. Both exact and approximated
formulas are discussed and simulation results confirm the accuracy of the proposed approach.

The deliverable also proposes an aggregated low-order model that is able to accurately capture
the transient response of VPPs with respect to system contingencies. The proposed aggregated
model consists of a current source to represent GFL-DG dynamics and a voltage source to represent
GFM-DG dynamics in the VPP. Aggregated loads are also properly represented. Simulation results
indicate that, with the proposed model, TSOs can study the dynamic response of the grid without
loss of accuracy and with no need to model in detail the topology and the various units that comprise
the VPP.

Finally, the deliverable proposes a decentralized AIMD algorithm for charging PEVs without affect-
ing the system stability, by dynamically allocating the available power in an optimized way. The
proposed strategy requires neither PEV nor charging stations to communicate any information,
e.g. their connection for charging, and is particular suitable for large numbers of PEVs. An interest-
ing conclusion in this study is that automatic frequency-based, or voltage-based control strategies
fail to preserve the stability of the network. On the other side, power-based control strategies can
be used to automatically and seamlessly adjust charging rates of PEVs to optimize a desired cost
function of interest.
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ESS Energy Storage System

FDF Frequency Divider Formula

KPI Key Performance Indicator

PCC Point of Common Coupling

PEV Plug-in Electric Vehicle

PFC Primary Frequency Control

PI Proportional-Integral

PLL Phase-Locked Loop

POC Point of Connection

SFC Secondary Frequency Control

SM Synchronous Machine

SVC Static Var Compensator

TCL Thermostatically-Controlled Load

TSO Transmission System Operator

UF Utility Function

ULTC Under-Load Tap Changer

VDL Voltage-Dependent Load

VPP Virtual Power Plant

VSG Virtual Synchronous Generator

VSM Virtual Synchronous Machine

WPP Wind Power Plant

WSCC Western Systems Coordinating Council
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ANNEX

A.1 Revisited Scenario Description
This section provides an update to the frequency control scenarios defined in deliverable D2.1 [23].
The modifications with respect to the scenario description provided in D2.1 are three, namely, this
section (i) defines a new use case for scenario FC_A, namely Use Case FC_A.2; (ii) provides a
modification in the description of Use Case FC_B.2 of scenario FC_B; and (iii) provides a modifica-
tion in the description of Use Case FC_E.1 of scenario FC_E.

A.1.1 Use Case FC_A.2: Modified New England System

A.1.1.1 Narrative of the Use Case

The goal of this use case is to study the dynamic response of power systems with inclusion of
DERs that participate in the PFC. This use case is based on the New England system described in
Section 2.5.3 of deliverable D2.1. The system is modified to connect the dynamic models of DERs
of different technologies.

A.1.1.2 KPIs

The following are the Key Performance Indicators (KPIs) that are evaluated in this use case:

• Frequency of the COI of the SMs connected to the system.

• Bus voltage profiles of the system.

• Voltage/frequency performance metric µ described in Section 3.3.2.

A.1.2 Updated Use Case FC_B.2: Modified New England System

This use case is modified to include the study of the dynamic response of VPPs that participate in
the PFC. With this change, the updated narrative of the use case is as follows.

The goal of this use case is to study the dynamic response of VPPs that participate in the PFC and
SFC of a power system. The use case also serves to study the dynamic response of aggregated
VPP models. This use case is based on the New England system described in Section 2.5.3 of
D2.1. The system is modified to include a VPP.

A.1.3 Updated Use Case FC_E.1: Modified WSCC System

This use case is modified to include the parameter estimation of non-synchronous devices, such
as VDLs, as well as the assessment of bus frequency estimation methods. The updated narrative
of the use case is as follows.

The goal of this use case is to estimate the inertia and equivalent inertia of synchronous and non-
synchronous, respectively, devices connected to a power grid, the parameters of non-synchronous
device models, such as the voltage exponents of VDLs, as well as to assess bus frequency esti-
mation methods. To this aim, the WSCC system described in Section 2.5.1 of D2.1 is modified to
include non-synchronous devices of different technologies, such as VDLs, ESSs, Thermostatically-
Controlled Loads (TCLs), WPPs, and Virtual Synchronous Machines (VSMs), of which the equiva-
lent inertia and parameter estimation is of interest.

The updated KPIs of the use case are as follows:

• Error between actual and estimated inertia constant.

• Error between estimated and actual parameter of non-synchronous device.
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A.2 Revisited Description of Model Components

A.2.1 Voltage Controllers of Non-Synchronous Devices

This section outlines the basic voltage control schemes of DERs and ESSs. These models are
utilized to test the control schemes described in Chapter 3.

A.2.1.1 Distributed Energy Resources

Figure 8 shows the DER model voltage control structure. It consists of an inner loop that regulates
the q-axis current component and an outer loop for voltage control. The voltage control loop applies
a PI control to the error vref − vh and the output is fed to the DER reactive power reference.
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Figure 8 – Voltage control scheme of DER model

A.2.1.2 Energy Storage Systems

Figure 9 shows the voltage control structure of the ESS. The voltage control loop filters the voltage
error and implements a lead-lag control whose output is fed to the ESS reactive power dynamics.

11+

−

vh

vref

Tf,Qs+ 1

Voltage control

Kq

T2,qs+ 1

T1,qs+ 1

Tqs+ 1

qESS

qmax
ESS

qmin
ESS

Figure 9 – Voltage control scheme of ESS model

A.2.2 PEV Fleets Model

Statistical analyses have shown that in the near future a significant number of PEVs is expected to
charge in a domestic scenario [62, 63], as soon as the drivers come back home after work [48, 64].
In this case, the number of connected PEVs may quickly increase in a short time, e.g. right before
dinner time, and may give rise to a new evening load peak. This peak of PEV domestic charging
can be modeled as many active power load ramps at some buses of the network, where other
conventional loads are also present. The load model at buses where PEVs are also connected is:

p = p0 + RPEV(t − t0) + ηp , η̇p = −aηp + bξp , (A.1)

where p is the total load; p0 is the aggregated pre-existing VDL; RPEV is the ramp rate of the PEVs;
t0 is the time at which the evening ramp begins; ηp is a Gaussian mean-reverted stochastic process
that reproduces load random fluctuations; a is the drift; b is the diffusion; and ξp is white noise [65].
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A.3 Derivation of Complex Frequency

For the sake of the derivation, it is convenient to drop the dependency on time and rewrite (2.7) in
an element-wise notation. For a network with n buses, one has:

ph = vh

∑n
k=1vk [Ghk cos θhk + Bhk sin θhk] ,

qh = vh

∑n
k=1vk [Ghk sin θhk − Bhk cos θhk] ,

(A.2)

where Ghk, Bhk are the real and imaginary part of the element (h, k) of the network admittance
matrix, i.e. Ȳhk = Ghk + ȷBhk; vh, vk are the voltage magnitudes at buses h and k, respectively;
and θhk = θh − θk, where θh and θk are the voltage phase angles at buses h and k, respectively.
h = 1, 2, . . . , n. Equations (A.2) can be equivalently written as:

ph =
∑n

k=1phk , and qh =
∑n

k=1qhk , (A.3)

where
phk = vhvk [Ghk cos θhk + Bhk sin θhk] ,

qhk = vhvk [Ghk sin θhk − Bhk cos θhk] .
(A.4)

Differentiating (A.2) gives [13]:

dph =
∑n

k=1
∂ph

∂θhk
dθhk +

∑n
k=1

∂ph

∂vk
dvk ≡ dp′

h + dp′′
h . (A.5)

dqh =
∑n

k=1
∂qh

∂θhk
dθhk +

∑n
k=1

∂qh

∂vk
dvk ≡ dq′

h + dq′′
h . (A.6)

In (A.5), dph is the total variation of power at bus h; dp′
h is the quota of the active power that depends

on bus voltage phase angle variations; and dp′′
h is the quota of active power that depends on bus

voltagemagnitude variations. From (A.3), it is relevant to observe that ∂ph

∂θhk
= −qhk, and ∂qh

∂θhk
= phk.

Recalling also that θhk = θh − θk and using (A.3), leads to rewrite dp′
h and dq′

h as:

dp′
h = −qh dθh +

∑n
k=1qhk dθk , dq′

h = ph dθh −
∑n

k=1phk dθk . (A.7)

In the same vein, from (A.3), (A.5) and (A.6), dp′′
h and dq′′

h can be rewritten as:

dp′′
h = ph

vh
dvh +

∑n
k=1

phk

vk
dvk , dq′′

h = qh

vh
dvh +

∑n
k=1

qhk

vk
dvk . (A.8)

Let us define the quantity uh ≡ ln (vh), where both the logarithm and its argument are dimension-
less. With this aim, vh is in per unit, namely it is the ratio of two voltages (thus without units).
Considering the differential of uh, (A.8) can be rewritten as [13]:

dp′′
h = ph duh +

∑n
k=1phk duk , dq′′

h = qh duh +
∑n

k=1qhk duk . (A.9)

Equations (A.7) and (A.9) can be expressed in terms of complex power variations:

ds̄′
h = dp′

h + ȷdq′
h = ȷs̄h dθh − ȷ

∑n
k=1s̄hk dθk ,

ds̄′′
h = dp′′

h + ȷdq′′
h = s̄h duh +

∑n
k=1s̄hk duk ,

(A.10)

and, finally, defining the complex quantity ζ̄h ≡ uh + ȷ θh, the total complex power variation can be
written in a compact matrix form, as follows [13]:

ds̄ = s̄ ◦ dζ̄ + S̄ dζ̄
∗

, (A.11)

where S̄ ∈ Cn×n is a matrix whose (h, k)-th element is s̄hk. Expression (A.11) has been obtained
in general, i.e., assuming a differentiation with respect to a generic independent parameter. If this
parameter is the time t, (A.11) the we arrive at (2.8), where η̄ = ˙̄ζ = u̇ + ȷθ̇. Recalling that
ω(t) = θ̇(t) = ϑ̇(t) − ωo(t) and defining ϱ ≡ u̇, we obtain (2.9). Note that both real and imaginary
part of (2.9) have, in fact, the dimension of s−1, as u is dimensionless and ω is expressed in rad/s.
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From the definition of uh, one has vh = exp(uh), i.e., the magnitude of the voltage is expressed
as a function whose derivative is equal to the function itself. This concept is key in the theory of
Lie groups and algebra, which defines the space of linear transformations of generalized “rates of
change” [66].

Another way to write (2.8) is by splitting ˙̄s into its components ˙̄s′ and ˙̄s′′. According the definitions
of s̄′ and s̄′′, ˙̄s′ does not depend on ϱ, whereas ˙̄s′′ does not depend on ω, as follows:

˙̄s′ = ȷs̄ ◦ ω − ȷS̄ ω ,

˙̄s′′ = s̄ ◦ ϱ + S̄ ϱ .
(A.12)

It is important to note that, in general, the expressions of ˙̄s′ and ˙̄s′′ are not known a priori. These
components, however, can be determined using (2.8), (A.12) and:

˙̄s = ˙̄s′ + ˙̄s′′ . (A.13)

For the sake of completeness, we finally note that, an important aspect of the developments dis-
cussed in this section is whether (2.7) can be differentiated with respect to an independent variable
and, in particular, with respect to time. With this regard, the interested reader is referred to [13].

We now derive (2.8) in an alternative and more compact formulation as a function of the currents.
First, observe that:

˙̄v = v̄ ◦ η̄ . (A.14)

The proof of the last expression is given in [13]. Using this expression, as well as the time derivative
of s̄ with respect to the dq-axis reference frame, we arrive at (2.10) [13].

Another way to write (2.8) is by differentiating with respect to time (2.5) or by dividing each row of
S̄ by the corresponding voltage v̄h in (2.10). Implementing this division and using (A.14) gives:

˙̄ı = Ȳ [v̄ ◦ η̄] = Ȳ diag(v̄) η̄ , (A.15)

and, defining Ī = Ȳ diag(v̄), we arrive at (2.11) [13].
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A.4 Simulation Results

This section presents the simulation results on the concepts and techniques described in this de-
liverable. All results are obtained using the power system analysis software tool Dome [67].

A.4.1 Behavior of CF During Transients

This section presents simulation results that illustrate the behavior of the CF described in Chapter 2.
Results are obtained using the WSCC system.

A.4.1.1 Behavior of CF components

Figures 10 and 11 show the transient behavior of the 2 components of the CF at a generator and
a load bus, bus 2 and bus 8, respectively. The estimation of ωh and ϱh at grid buses is obtained
through a synchronous-reference frame PLL model [23, 68].

Simulation results show that |ωh| ≫ |ϱh|. This inequality holds for all networks and scenarios that
we have tested for the preparation of this work.
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Figure 10 – Use Case FC_E.1 – CF components: outage of load at bus 5

A.4.1.2 Bus Frequency Estimation

The implementation of (2.8) in a software tool for the simulation of power systems can be useful to
determine the “exact” frequency variations at network buses in a RMS model for transient stability
analysis. This topic has been discussed and solved under various hypotheses in [4, 5, 6]. In
particular, the FDF proposed in [5] is based on (2.12), which is an approximation of (2.8).

The expression (2.8) states the link between the CF and the rest of the variables of the system.
Thus, in (2.8), the unknowns are η̄ or, equivalently, ρ and ω. One can, of course, calculate these
quantities by differentiating with respect to time u and θ, respectively. However, since u and θ
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Figure 11 – Use Case FC_E.1 – CF components: fault at bus 7 cleared by tripping line 5-7

are algebraic variables, the numerical solution of the system model does not provide directly the
values of their time derivatives. So either one has to use some sort of numerical differentiation
(with the issues that arise at discontinuities); use some sort of estimation (e.g., the PLL utilized in
the previous example); or solve (2.8). The latter is the approach utilized in this example.

The procedure implemented in the simulations of this section is detailed in [13]. Figure 12 shows
the imaginary part of the CF as obtained using a 4th and a 2nd order model of the SMs, as well as
for a scenario where the SM at bus 3 is substituted for a Converter Interfaced Generator (CIG). The
model used to represent the CIG in this example is provided in [13]. The plots refer to the discon-
nection at t = 1 s of the load at bus 5. The results obtained using PLLs matches well the “exact”
results obtained with the CF except for the numerical spikes that follow the load disconnection and
a small delay that is due to the control loop of the PLL. The proposed formula is also robust with
respect to noise as shown in Figure 12b.

The events create spikes in the estimation of ω obtained with the PLL. The behavior of ω as es-
timated with the CF, on the other hand, depends on the dynamics of the device connected to the
bus where the frequency is estimated. It is smooth for the 2nd order SM and show a small jump
for the 4th order SM. The latter behavior is due to the dependence of the frequency on the voltage
magnitude, which is modeled as an algebraic variable. On the other hand, the behavior of the ω
estimated with the CF at the CIG bus shows a relatively fast transient after the load disconnection
(see Figure 12d). This is due to the dynamics of the currents of the converter.

Figure 12 also shows the results obtained using the FDF. The FDF matches closely the results of
the proposed method when considering the simplified 2nd order model of the SMs but introduces
some errors if the SM model includes rotor flux dynamics or when considering the CIG.
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Figure 12 – Use Case FC_E.1 – Bus frequencies using PLL, FDF and CF
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A.4.2 Combined Voltage-Frequency Control

A.4.2.1 FC+MRVC Scheme

This section presents simulation results on themodified voltage reference control scheme presented
in Section 3.2. The parameters used for the DER and ESS controls are provided in [22].

A.4.2.1.1 DERs Connected to Buses 2 and 3

We test the impact of voltage reference (3.5) on the frequency regulation provided by the DERs
connected to buses 2 and 3 of the modified WSCC system. In this scenario, no ESS is included
in the system. The control modes that include frequency regulation consider as frequency control
input signal the frequency of the COI, which, since there is only one SM left in the system, coincides
with the rotor speed of the SM connected to bus 1 (ω1). Moreover, for the FC+MRVC, the DERs at
buses 2 and 3 are connected to the transmission system in antenna and thus require the voltage
magnitudes at buses 7 (v7) and 9 (v9), respectively, to implement reference (3.5).

We consider the transient that follows the tripping of the line that connects buses 4 and 6. Re-
sults are presented in Figures 13-15. In particular, Figure 13 shows the the rotor speed of the
SM (in Hz) following the disturbance. The system dynamic behavior for the CPC and FC is not
acceptable, while for the examined disturbance, inclusion of the voltage control loop significantly
improves the frequency response. The FC+MRVC provides a further significant improvement in the
frequency regulation (> 0.1 Hz) with respect to the FC. A comparison of the voltage references of
the FC+MRVC and FC+VC for the DER connected to bus 2 is shown in Figure 14. It is important to
note that the improvement provided by the FC+MRVC comes without jeopardizing the voltage re-
sponse of the system. This is shown in Figure 15. Overall, in the case of a line trip, the FC+MRVC
provides an important improvement in the frequency regulation of the system. We have applied
trips to other lines of the network and obtained similar results and same conclusions.
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Figure 13 – Use Case FC_A.1 – Frequency response after the outage of line 4-6

A.4.2.1.2 ESS Connected to Bus 5

In this scenario, an ESS is connected to bus 5 of the modified WSCC system. The objective is to
assess the impact of the FC+MRVC on the frequency response provided by the ESS. With this
aim, in this scenario, the DERs connected to buses 2 and 3 do not provide frequency and voltage
control (see CPC in Section A.4.2.1.1).

The test system is simulated considering a three-phase fault at bus 6. The fault occurs at t = 1 s
and is cleared after 80 ms by tripping the line that connects buses 6 and 9. Two modes are com-

Page 42 (65)



edgeFLEX D2.3 v1.0

0 1 2 3 4 5 6 7 8

Time [s]

1.01

1.02

1.03

1.04

1.05

1.06

v
r
e
f
p
u
[k
V
]

FC+VC

FC+MRVC

Figure 14 – Use Case FC_A.1 – DER at bus 2: voltage reference after the outage of line 4-6
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Figure 15 – Use Case FC_A.1 – Voltage response following the outage of line 4-6, FC+MRVC

pared for the ESS control: FC+VC and FC+MRVC. The voltage reference (3.5) of the FC+MRVC is
implemented with the measurements of the voltage magnitudes at buses 4 and 7. The frequency
response of the system is shown in Figure 16. The FC+MRVC provides a significant improvement
in the frequency regulation of the system, while this is achieved in an economic way, since a lower
variation of the stored energy is required (see Figure 17).

We have thoroughly tested the dynamic behavior of the modifiedWSCC system with inclusion of the
FC+MRVC for a variety of different contingencies. There exist scenarios for which the difference
between the FC+MRVC and FC+VC is smaller than the cases shown in Figures 13 and 16. In
Figure 18, we consider a 15 % sudden increase of the susceptance and conductance of all system
loads occurring at t = 1 s. In this case, FC+VC and FC+MRVC show substantially the same
dynamic behavior. In general, we can conclude that the FC+MRVC, in the cases where it is not
beneficial, at least does not worsen the dynamic response of the system.

A.4.2.2 FVP+FVQ Control Scheme

This section presents simulation results on the combined voltage-frequency control scheme pre-
sented in Section 3.3. The parameters of the DER frequency, voltage, and inner current controllers
are given in [69]. To ensure a fair comparison, different control modes are compared keeping
constant control parameters. Note that, when preparing the simulations, we also tried different ap-
proaches, e.g. we tuned each mode separately with an aim to achieve the best dynamic response.
However, since, as discussed above, the controllers perform well for a relative large range of their
parameters, their set up does not modify the main conclusions that are drawn in this section.
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A.4.2.2.1 FQ and VP Control Modes
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Figure 16 – Use Case FC_A.1 – Frequency response following a three-phase fault
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Figure 17 – Use Case FC_A.1 – ESS stored energy following a three-phase fault

0 5 10 15 20

Time [s]

58.6

58.8

59

59.2

59.4

59.6

59.8

60

60.2

F
re

q
u

en
cy

[H
z]

ESS with FC+VC

ESS with FC+MRVC

Figure 18 – Use Case FC_A.1 – Frequency response following a load increase
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In this section, we consider the FQ and VP controls, which are the components that differentiate the
FVP+FVQ control strategy from the classical approach, where frequency and voltage regulation are
provided only by means of FP and VQ, respectively (see mode definitions in Section 3.3.1). We first
examine the FQ mode, i.e. the ability of DERs 1-3 to improve the dynamic response of the system
by controlling the frequency through the reactive power. To this aim, the system is simulated for
both positive/negative signs of the input control error assuming the tripping of Gen 10. lResults are
shown in Figure 19 where, for the sake of comparison, we have included the response of the system
when DERs (i) do not provide any control and (ii) act based on the classic FP control. Figure 19
indicates that the FQ control improves the COI frequency response of the system if utilized with input
error ϵω = ω − ωref . The main reason for FQ’s effectiveness in this case is that the DERs respond
to the under-frequency by reducing their reactive power injection and thus the voltage levels at the
network. Due to the voltage dependency of loads the power demand level decreases, thus reducing
the imbalance and helping the recovery of the frequency [69]. Note that the improvement provided
by the FQ mode is lower than the one of the classic FP. This result is as expected. Yet, as shown
in Section A.4.2.2.5, the benefits of using FQ are more apparent when applied at the DN level.
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Figure 19 – Use Case FC_A.2 – Transient response following the loss of Gen 10
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Figure 20 – Use Case FC_A.2 – Transient response following the outage of line 15-16

We show the effect of regulating the voltage at the DER terminal bus through its active power
injection, i.e. the VP mode. A simulation is carried out considering the outage of line 15-16 and
results are shown in Figure 20. The VP mode improves the transient behavior of the voltage when
the control input error is ϵv = vref − vh. However, as shown in [69], this mode also introduces
large deviations in the power sharing among the DERs connected to the system and thus, using
it individually is not suggested. The VP can still contribute to improve the overall system dynamic
response if utilized with a relatively small gain and as an auxiliary control that coordinates with other
modes. This point is further discussed in the remainder of this study.
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We note that, for the frequency response of the system to improve, ϵω in FQ has to be the opposite
from the one utilized in FP. The need for opposite actions when regulating the frequency through
the active and reactive power, respectively, can be also observed in the structure of (3.7). On the
other hand, to improve the voltage regulation, ϵv needs to be implemented with the same sign for
both VP and VQ modes. This is again consistent with (3.7), which suggests that regulating the
voltage variations requires actions in the same direction for both active and reactive power. Hence,
ϵω = ω − ωref and ϵv = vref − vh are chosen for FQ and VP in this case study.

A.4.2.2.2 Performance of FVP+FVQ Control

In this subsection, we study the performance of the FVP+FVQ control scheme. This scheme is
compared to the classic FP+VQ control, as well as to FP+FQ, VP+VQ, and FP+FVQ. A simulation
is carried out considering the disconnection of the load at bus 3 (p3 = 3.22 pu, q3 = 0.024 pu).
The transient behavior of the system following the disturbance is presented in Figure 21 where,
the response of the system with all DER controls disconnected as well as that of the original New
England system serve as references for comparison.
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Figure 21 – Use Case FC_A.2 – Transient response after disconnection of load at bus 3

The following remarks are relevant. (i) Compared to the original system, a 30% penetration of DERs
worsens the overall dynamic behavior of the system, when these resources provide no restorative
control actions. This result is as expected. (ii) The FP+FQ control shows a better frequency re-
sponse than the classic FP+VQ, yet, it leads to a poor voltage behavior (see Figure 21b). (iii)
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Control Classic FP+VQ FP+FQ FVP+FVQ

∆ω (%) max at 20 s max at 20 s max at 20 s

Load 3 out. 0.5814 0.5946 0.4593 0.4593 0.2934 0.2817
Load 20 out. 1.1452 1.1318 0.9476 0.9456 0.5533 0.5202
Gen 4 out. -1.1478 -1.1404 -0.7056 -0.7050 -0.5141 -0.4727
Gen 7 out. -1.0663 -1.0495 -0.7422 -0.7348 -0.5393 -0.4826
Line 8-9 out. 0.0231 0.0229 0.0180 0.0180 0.0121 0.0118
Line 21-22 out. 0.1610 0.1598 0.1544 0.1544 0.1390 0.1354
Fault at bus 4 0.3066 -0.0201 0.3970 -0.0217 0.3505 -0.0238
Fault at bus 8 0.2527 0.0042 0.3182 0.0049 0.2989 0.0059

∆v (%) max at 10 s max at 10 s max at 10 s

Load 3 out. 1.2867 0.7845 1.7309 1.5417 1.2533 0.6042
Load 20 out. 2.6464 1.5891 6.7898 6.7588 2.6464 1.4299
Gen 4 out. -7.4634 -3.5033 -10.319 -10.264 -7.4634 -3.2346
Gen 7 out. -4.8425 -2.9453 -8.0907 -8.0907 -4.8425 -2.8840
Line 8-9 out. -2.8946 -1.9047 -2.8946 -1.9217 -2.8946 -1.9044
Line 21-22 out. -6.2882 -4.2634 -6.6219 -4.1781 -6.2882 -4.2203
Fault at bus 4 -100 -2.1525 -100 -2.1329 -100 -2.1749
Fault at bus 8 -100 -1.3188 -100 -1.3138 -100 -1.3244

Table 1 – Use Case FC_A.2 – Frequency/voltage deviations for different contingencies and
control modes, ZIP loads

Although the VP+VQ scheme shows a very good voltage response, it leads to a poor frequency re-
sponse. (iv) Combining the FP+FQ and VP+VQ modes in a single scheme leads to the FVP+FVQ
which provides the best frequency and voltage dynamic response among the schemes compared.

To validate the tuning of the parameters of the controllers and build the trust of the adequateness
of this tuning for the system stability, we have assessed the transient behavior of the system for
a wide range of operating conditions and disturbance scenarios. With this aim, we have tested
the FVP+FVQ control under a variety of disturbances, including generator tripping, line outages,
short circuits, and load disconnections. Moreover, we have considered the impact of varying the
voltage dependency of loads by considering a constant impedance load model. A summary of the
results obtained is presented in Tables 1, 2, where ∆ω refers to the relative variation of the COI
frequency and ∆v refers to the relative variation of a bus voltage magnitude that is local to the
disturbance. For each scenario, the table provides the maximum relative variations, as well as the
variations few seconds for primary frequency and voltage responses after the disturbance. The
smallest frequency/voltage variations obtained for each scenario are marked in bold. Simulation
results suggest that, overall, the FVP+FVQ control leads to an improvement of both primary fre-
quency and voltage regulation of the system. This improvement is significant in case of an outage
of a SM, a load switching, or a line trip, while for short circuits, FVP+FVQ performs as the con-
ventional FP+VQ. Finally, note that in contrast to commonly proposed solutions, the performance
enhancement provided by FVP+FVQ comes in an inexpensive way, i.e. without the need to install
any extra equipment, e.g. storage devices.

A.4.2.2.3 Performance of Voltage/Frequency Response Metric

We study the accuracy of metric µh, presented in Chapter 3, to assess the joint voltage/frequency
response of DERs. In particular, Table 3 shows the value of the metric at bus 34, where DER 1
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Control Classic FP+VQ FP+FQ FVP+FVQ

∆ω (%) max at 20 s max at 20 s max at 20 s

Load 3 out. 0.5518 0.5516 0.4082 0.4075 0.2717 0.2637
Load 20 out. 1.1378 1.1355 0.8986 0.8985 0.5501 0.5246
Gen 4 out. -1.1029 -1.1028 -0.6199 -0.6158 -0.4946 -0.4644
Gen 7 out. -1.0408 -1.0325 -0.6711 -0.6685 -0.5331 -0.4852
Line 8-9 out. 0.0804 0.0804 0.0657 0.0655 0.0537 0.0526
Line 21-22 out. 0.1994 0.1993 0.1840 0.1837 0.1612 0.1564
Fault at bus 4 0.3543 0.0294 0.4585 0.0133 0.4245 -0.0294
Fault at bus 8 0.2865 0.0276 0.3590 0.0211 0.3257 0.0150

∆v (%) max at 10 s max at 10 s max at 10 s

Load 3 out. 1.2126 0.8275 1.5831 1.4612 1.1632 0.6719
Load 20 out. 2.5097 1.5937 6.4399 6.4291 2.5097 1.4550
Gen 4 out. -6.0130 -3.3522 -8.7384 -8.7016 -6.0130 -3.1234
Gen 7 out. -3.6201 -2.7031 -6.9113 -6.9113 -3.6201 -2.6622
Line 8-9 out. 2.3011 1.7715 2.3376 1.7594 2.3220 1.7590
Line 21-22 out. -5.5680 -4.0392 -6.1302 -3.9151 -5.5680 -4.0117
Fault at bus 4 -100 -2.0802 -100 -2.0603 -100 -2.1052
Fault at bus 8 -100 -1.2711 -100 -1.2645 -100 -1.2762

Table 2 – Use Case FC_A.2 – Frequency/voltage deviations for different contingencies and
control modes, constant impedance loads

Load model ZIP Constant Impedance

Control FP+VQ FP+FQ FVP+FVQ FP+VQ FP+FQ FVP+FVQ

µ34 at 15 s at 15 s at 15 s at 15 s at 15 s at 15 s

Load 3 out. 1 0.7891 0.5467 1 0.7543 0.5528
Load 20 out. 1 0.8283 0.5327 1 0.8029 0.5384
Gen 4 out. 1 0.6278 0.4953 1 0.5816 0.5187
Gen 7 out. 1 0.7171 0.5511 1 0.6857 0.5665
Line 8-9 out. 1 0.8671 0.7708 1 0.8192 0.7315
Line 21-22 out. 1 0.9544 0.9101 1 0.9155 0.8602
Fault at bus 4 1 1.5189 1.1792 1 3.4706 1.5001
Fault at bus 8 1 1.5611 1.2027 1 1.9155 1.0742

Table 3 – Use Case FC_A.2 – Metric µ34 (DER 1)

is connected, at t = 15 s and for the same disturbances considered in Tables 1, 2. The value
of µ34 is calculated using the local voltage and its time derivative (v34, dv34/dt) and the variation
of the COI frequency. Moreover, results are normalized so that the metric for FP+VQ at t = 15 s
equals to 1. Comparison between Tables 3 and 1, 2, indicates that µh can capture the combined
voltage/frequency response with good accuracy. With this regard, recall that smaller values of µh

imply a better dynamic response. It is also worth noting that in the occurrence of a fault at bus 4
and for constant impedance loads, the FP+FQ control shows the worst dynamic response from the
metric point of view, although its ∆ω and ∆v are not the worst. In fact, the voltage response for
FP+PQ control in this scenario is worse than other controllers at the first 4 s of the simulation, which
is not shown in Tables 1, 2, and it is not observable unless we check the full time-domain response
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of both frequency and voltage. µh captures these effects and hence, provides an accurate and
convenient way to evaluate the joint frequency and voltage response of DERs.

A.4.2.2.4 Application to VPPs

This section assumes that the converter-based resources connected to buses 34, 35, 37 consist
of several smaller DERs that form a VPP. For this study we consider that a varying percentage
of the VPP DERs utilize the FVP+FVQ scheme, and the rest act based on the classic FP+VQ
control. Figure 22 shows the results for two disturbances, (a) outage of the line 21-22, and (b)
disconnection of the load connected to bus 20 (p20 = 6.28 pu, q20 = 1.03 pu). The results are
compared by means of the joint frequency/voltage response metric at bus 34 (µ34), where DER 1 is
connected. The metric is calculated as discussed in Section A.4.2.2.3. As expected, the FVP+FVQ
mode has the best performance for both disturbances, which confirms the results shown in Tables 1,
2. Interestingly, the classic FP+VQ mode combined with 20-40 % FVP+FVQ control worsens the
transient response for disturbance (a). We conclude that, depending on practical requirements, the
VPP operator can design its assets to apply and/or switch between different control modes.
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Figure 22 – Use Case FC_B.2 – µ34 (DER 1) for FVP+FVQ applied to a portion of VPP assets

A.4.2.2.5 Impact of Line Resistance/Reactance Ratio

Page 49 (65)



edgeFLEX D2.3 v1.0

In this section we study the performance of the examined control when applied to DERs integrated
within DNs. To study the DN effect, the R/X ratios of the feeders that connect the DERs to the
system are altered so that R/X ≈ 1. The evolution of µ34 for different control modes is presented
in Figure 23, where we have considered the loss of Gen 10 at t = 1 s. Moreover, the results are
normalized so that for FP+VQ µ34 equals to 1 at t = 30 s when R/X ≪ 1. When R ≈ X, all
DER control modes have a better performance. It is interesting to observe that for R ≈ X, VP+VQ
has the largest improvement among the examined modes. The same effect can also be observed
under different disturbances in this test system. Finally, the FVP+FVQ control shows the best overall
dynamic response among the modes compared.
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Figure 23 – Use Case FC_A.2 – Transient response following the loss of Gen 10

A.4.2.2.6 Impact of DER Penetration Level

In this scenario we study the impact of the share of DERs to the total generation mix of the system
on the performance of the examined control scheme. To this aim, and in addition to the DERs at
buses 34, 35, 37, DERs are also connected to buses 36 and 38, by replacing the local SMs. As a
consequence, the penetration of DERs to the modified IEEE 39 bus system increases to 50 %. A
time-domain simulation of the system is carried out by applying the loss of Gen 10 at t = 1 s and
results are presented in Figure 24. As it can be seen, increasing the DER penetration from 30 to
50 %, although it leads to a worse voltage response, it does not deteriorate the frequency regulation
of the system, which interestingly, slightly improves. Compared to the classic FP+VQ, the FP+FQ
outperforms in terms of frequency, but leads to a poor voltage response. As expected, the dual
effect holds when the VP+VQ scheme is applied. Most importantly, the FVP+FVQ control leads to
the best dynamic behavior among the examined control modes.

A.4.2.2.7 Impact of System Granularity
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Figure 24 – Use Case FC_A.2 – Transient response following the loss of Gen 10

In this section we focus on the effect of the system’s granularity and further evaluate the examined
control when employed for resources at the distribution level. To this aim, a more detailed modeling
of the DN and loads is considered. In particular, each of the SMs at buses 32-38 and loads at
neighbor buses is substituted by the DN shown in Figure 5 [70] (for illustration, only one DN is shown
in Figure 5). As a byproduct, the instantaneous DER power generation is increased to 70 %. Loads
in this example are represented using the dynamic model proposed in [71]. Moreover, to account for
the proximity of loads, for potential imbalances, and for possible harmonics of the power converters,
noise is added on the voltage angle at every bus of the DN. Noise is modeled as an Ornstein-
Uhlenbeck’s process with Gaussian distribution [23, 65]. We carry out a time-domain simulation
considering the disconnection of the load at bus 3.Comparison of the FP+VQ and FVP+FVQmodes
is presented in Figure 25 and indicates that FVP+FVQ leads to a better dynamic behavior. Note
that the control considered is in general expected to be more effective and thus lead to larger
improvement of the system’s response, the higher is the coupling between the active and reactive
power flows, i.e. at lower voltage levels and DN applications. This is confirmed by Figure 25, when
compared to results discussed in previous sections of this case study, for example with Figure 21.

A.4.2.3 Estimation of VDLs

This section presents simulation results on the VDL estimation techniques described in Section 3.4.
Recall from Section 3.4 that (3.14), (3.15), although approximated, they are in general simpler to use
in practice compared to (3.13), and they can be readily implemented exclusively through standard
power and frequency measurements. For this reason, in Section A.4.2.3.1 we use (3.14), (3.15)
and show their performance for VDLs connected at the transmission and distribution level. Then,
Section A.4.2.3.2 further discusses the accuracy of these formulas by providing a comparison with
the exact yet more involved expressions given in (3.13).
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Figure 25 – Use Case FC_A.2 – Transient response after disconnection of load at bus 3

A.4.2.3.1 Performance of formulas (3.14), (3.15)

We first consider the case of VDLs connected at the transmission level. The WSCC system, which
represents a transmission system with Rhk/Xhk ≪ 1 is considered to this aim. Figure 26 shows
the ratio ∆p′

8/∆p8 for varying γp, γq of a VDL at bus 8. The curves indicate that the dependence of
γ̆p,8 on γq,8 is negligible. This result is general and we have confirmed it through several tests on
different systems and loading conditions. From Figure 26, one can also deduce that the corrective
factor in (3.14) is ρ ≈ 0.1 whichis about the ratio Rhk/Xhk of the lines that connect bus 8 to the rest
of the system. Figures 27, 28 show the performance of (3.14), (3.15) for several values of γp,8, γq,8.
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Figure 26 – Use Case FC_E.1 – Ratios of active power variations vs voltage exponents

We consider the case of VDLs connected at the DN level, for which the condition Bhk ≈ Ghk
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Figure 27 – Use Case FC_E.1 – From left to right and top to bottom, γ̆p,8 (γp,8 ∈{0, 1, 2, 3})
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Figure 28 – Use Case FC_E.1 – From left to right and top to bottom, γ̆q,8 (γq,8 ∈{0, 1, 2, 3})

holds. With this aim, the IEEE 14-bus system is considered for simulations. This system includes
a region at 13.8 kV (buses 7 and 9-14), the lines of which are characterized by a ratio Rhk/Xhk ∈
[0.47, 0.63], with some lines with a ratio greater than 1 (line 12–13). Figure 29 shows the ratio
∆p′

14/∆p14 calculated at the end of the simulation for a range of values of γp. The contingency is
the disconnection of the load at bus 5. Based on several tests, we have determined that ρ ≈ 0.35
for systems where Rhk/Xhk ≈ 1. Figures 30 and 31 depict the estimated voltage exponent of
the active power component of the VDLs at buses 14 and 12, respectively. The accuracy of the
estimation is overall very good, although it slightly decreases for higher values of γp.
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Figure 29 – Use Case FC_E.2 – Ratio of active power variations vs voltage exponents

A.4.2.3.2 Comparison of (3.14), (3.15) with (3.13)

Figure 32 shows the results obtained for the WSCC system where the load at bus 8 is a VDL with
γp = 2 and γq = 1.5. The transient refers to the disconnection of 15 % of the load at bus 5. Results
show that (3.13) is, as expected, more precise than the approximated expressions (3.14), (3.15).
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Figure 30 – Use Case FC_E.2 – From left to right and top to bottom, γ̆p,14 (γp,1 ∈{0, 1, 2, 3})
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Figure 31 – Use Case FC_E.2 – From left to right and top to bottom, γ̆p12 (γp,12 ∈{0, 1, 2, 3})

Equation (3.13) is, in fact, an exact expression and its accuracy depends exclusively on the ac-
curacy of the measurements of ζ̄h, ζ̄k. If the R/X ratio of the transmission lines of the system is
changed to resemble that of a DN, (3.13) appears also numerically more robust than its approxi-
mated counterparts, see Figure 32b.
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Figure 32 – Use Case FC_E.1 – Estimation of VDL at bus 8
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A.4.3 Aggregated VPP Model

A.4.3.1 Model Validation

A real-time simulation in Matlab/Simulink is utilized in this section to validate the proposed aggre-
gation model against a fully-fledged Electromagnetic Transient (EMT) VPP model. The tested VPP
is shown in Figure 33. It consists of 2 GFL-DGs, 2 GFM-DGs and 4 loads connected to an infinite
bus, which is modeled as an ideal voltage source with controlled frequency and voltage. The nom-
inal frequency is 50 Hz. The base voltage is 10 kV and the base power is 1 MW. DG parameters,
aggregated voltage/current source model settings, and DG converter parameters are given in [39].
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Figure 33 – VPP topology for EMT simulation
We show the accuracy of the aggregated model in response to a frequency variation at the POC.
The initial steady-state is characterized by 50 Hz frequency and 1 pu voltage at the POC. At t = 2 s,
the frequency of the ideal source starts decreasing from 50 Hz s to 49.85 Hz with a 0.3 Hz/s slope.
The frequency variation stops at t = 2.5 s. Figure 34 compares the total active power of the GFL-
DGs (GFM-DGs) of the detailed model and the aggregated current (voltage) source model. The
aggregated models capture accurately the overall VPP dynamics.

Figure 35 shows the reactive power transients of the detailed and aggregated models. Both detailed
and aggregatedmodels present a reduction of the reactive power. This reduction is due to the power
coupling of the GFMs and the VDLs. Although the voltage level of the aggregated voltage source is
set to match the initial reactive power of the detailed model, local GFM-DG voltages may be different
in the detailed model. Consequently, the reactive power response shows some small difference in
the two models, see (4.11). Similarly, as mentioned above, the aggregated load voltage may be
different from the local voltages of the actual loads. These are the reasons why Figure 35 shows
a reactive power mismatch between the aggregated and the detailed model. However, the voltage
mismatches in the GFM-DGs and/or in the load are very small and thus negligible.

We verify the accuracy of the aggregated model in response to voltage step variations. The initial
steady-state is characterized by 50 Hz frequency and 1 pu voltage at the POC. The voltage of the
ideal source jumps from 1 pu to 0.9 pu at t = 2 s and recovers to 1 pu at t = 2.5 s. Figure 36 shows
the active power transients following the voltage variations. The dynamic response of the GFL-
DGs show two aspects: (i) the negative feedback of the PLL synchronization; and (ii) the reactive
power compensation. Because of these effects, the active and reactive powers of the GFL-DG are
coupled during the transient. This leads to the spike in the active power at the instant of the voltage
change. The aggregated model shows a lower peak on the active power than the detailed VPP,

Page 56 (65)



edgeFLEX D2.3 v1.0

1.5 2 2.5

0

0.02

0.04

A
ct

iv
e 

p
o
w

er
 (

p
u
)

Time (s)

 

 

Total GFL

Current source model

(a) GFL-DGs vs aggregated current source model

1.5 2 2.5

0

1

2

3
x 10

−3

A
ac

ti
v
e 

p
o
w

er
 (

p
u
)

Time (s)

 

 

Total GFM

Voltage source model

(b) GFM-DGs vs aggregated voltage source model

Figure 34 – Active power transient response after a frequency variation
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Figure 35 – Reactive power transient response after a frequency change

because it neglects the transients of the current controller.

With regard to the GFM-DGs, the steps in the voltage activates the AVR that, as a consequence,
increases the output voltage of the DGs. This voltage regulation leads to the active power change as
indicated in (4.11). Then the power synchronization of the GFM-DG moves the phase to re-track its
power reference. This transient behavior is well reflected in the aggregated voltage source model.
The sub-transient oscillation is due to the dynamic coupling between the swing equation and the
system impedance [33]. This behavior is also accurately captured by the aggregated model.

Figure 37 shows the reactive power transient of the detailed and aggregated VPPs. The voltage
support of the VPP compensates the reactive power following the POC voltage change. The ag-
gregated model accurately captures such a reactive power compensation. Since the grid voltage
before t = 2 s and after t = 2.5 s is the same, the reactive power trajectories at post fault are
perfectly matched. However, during the POC voltage sag, there is a small mismatch due to the dif-
ferent voltage levels in the VPP grid. Again, this mismatch is small and does not affect the overall
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Figure 36 – Active power transient response after voltage variations

accuracy of the aggregated model.
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Figure 37 – Reactive power transient response after voltage variations

A.4.3.2 Results

The VPP and its aggregation model parameters used in this section are given in [39]. We first
consider the outage of Gen 8. Figure 38 shows the trajectories of the grid frequency, the active
power and reactive power of VPP 1 at its POC, and the voltages at nearby grid buses. The active
power response of the VPP can be accurately captured by the aggregated model, as shown in
Figure 38b, so that the grid frequency response (see 38a) is identical to the one obtained with the
detailed model. On the other hand, as expected, the reactive power, e.g. see 38d, obtained from the
aggregated model shows a small mismatch with respect to that of the detailed VPP, thus, resulting
in a small mismatch on the voltage response, as shown in Figure 38c.

We now consider the outage of the load at bus 8. To avoid repetitions, we only show the system
frequency and bus voltages. Since after the contingency generation is greater than the consump-
tion, the system frequency increases. The aggregated model accurately captures such a dynamic
response of the frequency as well as the voltage response as shown in Figure 39.
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Figure 38 – Use Case FC_B.2 – Generator outage
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Figure 39 – Use Case FC_B.2 – Load outage

We finally consider the outage of the line connecting buses 2 and 25. Figure 40 shows the response
obtainedwith the detailed and the proposed aggregatedmodel. In this case, the frequency response
of the aggregated model presents a mismatch in the first 7 s after the contingency. This mismatch
is due to the converter control dynamics (see also the EMT results discussed in Section A.4.3.1).
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Note, however, that the mismatch is very small both in percentage and absolute values.

0 5 10 15 20
Time [s]

0.999970
0.999975
0.999980
0.999985
0.999990
0.999995
1.000000
1.000005
1.000010

ω
C
o
I
[p
u
(H

z)
]

Detailed VPP

Aggregated Model

(a) System frequency

0 5 10 15 20
Time [s]

1.01

1.02

1.03

1.04

1.05

1.06

v
B
u
s
[p
u
(k
V
)]

Bus 28

Bus 19

Bus 22

(b) Bus voltages

Figure 40 – Use Case FC_B.2 – Line outage
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A.4.4 Decentralized Charging of PEVs

This section presents simulation results on the PEV charging strategy presented in Chapter 5.

A.4.4.1 Uncontrolled Charging

The evening ramp due to the PEVs domestic charge may cause a system collapse, if it is uncon-
trolled [46]. To simulate such a situation, we assume that PEVs are equally distributed among buses
3, 4, 7, 8 and 12, see Figure 7, and that the arrival rate of PEVs for charging is about 120 veh/s,
i.e. after 1 hour of simulation, about 432,000 PEVs are connected for charging. Estimating the total
number of cars in New England to 5 · 106 vehicles,1 this corresponds to assuming that about 8-9%
of the total number of cars connect for charging during the evening peak within an hour. Note that
we do not give an exact starting time for the evening domestic charging scenario, as this may vary
from country to country depending on local habits (e.g., dinner time).
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Figure 41 – Use Case FC_C.1 – Uncontrolled charging of PEVs; (a) and (d): nodes power load
profile; (b) and (e): nodes voltage response; (c) and (f) ωCOI. The lower row shows results
for a system with noise ten times higher than the upper row

Figures 41a-c show that the system is not able to cope with such a large volume of PEVs, and it
finally collapses. Predicting the upcoming instability may not be easy, as the voltages and the COI
frequency remain very close to their nominal values, even right before the collapse (see Figure 41b
and Figure 41c). In particular, Figure 41(b) shows that the behavior of the voltage values is mainly
affected by the action of the ULTC devices. Also, we can observe that the system behavior is
independent of the Gaussian process parametrization, which characterizes the load ramp equation
– see (A.1). Actually, we get quite the same results if we use a standard deviation ten times higher
(see Figures 41d-f) for instance. A careful handling of the reactive power is critical in the problem of
charging PEVs in transmission networks. The SVCs included in the system prevent limit-induced
bifurcations due to reactive power shortage. So the instability shown in this scenario refers to
congestion in the transmission lines (saddle-node bifurcation) [72].

The analysis above can be conveniently carried out using a steady-state analysis, such as the well-
known continuation power flow technique [73]. The goal of this simple example, however, is to show
that the relatively slow time-scale of the PEVs ramp as well as the small capacity of each individual
PEV prevent utilizing the frequency of the system, or the voltages of the buses, as reliable signals

1https://www.fhwa.dot.gov/policyinformation/statistics/2016/mv1.cfm#foot3
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to implement a “smart” control. For this reason, as mentioned in advance, in the next sections we
shall show examples where only power signals are used for control purposes. Finally, this example
indicates that it is not enough to insert SVCs close to the charging points, as the intrinsic transfer
capability limit of the grid cannot be avoided and is thus binding.

A.4.4.2 Synchronized AIMD

We consider the power-based AIMD controller described in Section 5.2, where safety thresholds for
the system are defined as a function of the static limits, i.e., the maximum power at load buses. The
synchronized AIMD appears as the best approach to solve the problem, as all PEVs have the same
priority and should be charged on average with the same power rate. In this section, we present the
system behavior using the same settings as in Section A.4.4.1, with the action of the synchronized
controller; the parameters of the AIMD are α = 0.34 W, β = 0.99 and the threshold that triggers
CEs is pmax

s = 180 MW. The values of α and β are the same in all simulations. In practice, the grid
operator can tune these parameters as a trade-off between power efficiency (i.e., optimal utilization
of the available power) and communication requirements (to prevent the system from frequently
showing CEs). Finally, the static limit pmax

s of each bus is set equal to 80% of the actual bus power
limit, assuming that grid operators will be conservative in estimating the maximum available power.
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Figure 42 – Use Case FC_C.1 – Synchronized AIMD; (a) load active power at PEV buses; (b)
ωCOI response

Figure 42 summarizes the results obtained; the proposed control successfully accomplishes the
charging task, as the control action prevents the power limit from being exceeded. Also, note that
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during the charging process, the frequency signal ωCOI lies within the safe range [0.996, 1.004] pu
(Figure 42b). Several simulations have been performed to validate these results, for different values
of loads, and different PEV spatial distributions: similar results have been obtained and thus are
not reported here. Moreover, we note that selection of parameters or thresholds does not change
the main conclusion, i.e. the control strategy is effective to prevent the system collapse.

The determination of the maximum loading condition, namely pmax
s , of a grid is an analysis that is

commonly carried out by system operators, independently from the presence of PEVs in the grid.
This analysis is aimed at determining the available loading condition or, equivalently, the voltage
stability margin of the grid. We thus assume that the system operator has a good knowledge of
the grid and defines pmax

s based on an analysis of the “available transfer capability”, this takes into
account an N-1 contingency analysis and the “transmission reliability margin” as defined by NERC
[74]. Of course, pmax

s varies for different topologies of the grid but these are events that require
updating the AIMD parameters periodically. For simplicity, however, in the simulations presented
in the manuscript, we assume that pmax

s does not change during the PEV ramp-up. It should be
noted that system operators often decrease the estimated value of pmax

s for security reasons. In
the context of PEV charging, the lower the maximum loading condition limit pmax

s , the longer the
time required to charge all PEVs than strictly needed. On the other hand, the value of pmax

s is never
increased as this would lead to a potential security issue for the grid.

We provide a simple example which further supports that a frequency-based PEV charging control
may be inappropriate, as it may give rise to stability issues. In particular, we consider the same case
as in Section A.4.4.2, but the AIMD algorithm is performed with respect to the bus frequencies, and
a CE (and consequent reduction of power consumption by the connected PEVs) occurs when the
frequency falls below a certain threshold. We assume ωmin = 0.999 pu. When PEVs increase their
charge rates, the frequency decreases. For this reason the threshold corresponds to a minimum
allowed frequency (and not a maximum overall power).

Figure 43 summarizes the obtained results. In particular, the charging process is very slow be-
cause a very conservative threshold for the frequency was chosen, and thus only very small load
changes are allowed. Despite the conservative frequency threshold, the system collapses, despite
its response to reduce the charge rates of the connected PEVs. Several simulations, solved with
different thresholds, confirm that small variations of charging powers do not significantly impact
on the system frequency, and more importantly, that a local frequency-based strategy may not be
appropriate for PEV charging control to avoid line congestion.

A.4.4.3 Unsynchronized AIMD

The unsynchronized AIMD is more interesting than its synchronized version, as it makes possible to
prioritize PEVs as desired. This allows implementing policies that favor certain PEVs (for instance
because their owners are willing to pay more to be charged earlier) or taking into account energy
requirements of the PEVs, or of the power grid). We now assume again that PEVs are equally
distributed and connected to buses 3, 4, 7, 8 and 12. The following two cases are compared:

• all PEVs at bus s have the same objective function:

fs(pi,s) = −
p3

i,s

3 · pmax
, (A.16)

where pi,s is the power load of the i-th PEV plugged at bus s, and pmax is the maximum
charge rate (i.e., 3.3 kW, as described in Section 5.4).

• all PEVs connected to buses 3, 4 and 7 have UF fs1 , while PEVs connected to buses 8
and 12 have UF fs2 , where:

fs1(pi,s) = −
p3

i,s

3 · pmax
, fs2(pi,s) = −

p4
i,s

4 · p2
max

. (A.17)

In both scenarios, up to 88 · 103 PEVs connect for charging at each bus. We assume Γ = −1. Fig-
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Figure 43 – Use Case FC_C.1 – Results of the synchronized AIMD frequency-based version;
(a) active power of loads at PEV buses; (b) frequency ωCOI response

ure 44 summarizes our results for the examined cases. The effect of the different objective functions
can be noticed by comparing Figure 44a, where the algorithm fairly manages to complete charging
at all buses at about the same time, and Figure 44c, where PEVs with steeper UF (prioritized PEVs)
finish earlier than PEVs of other buses. Hence, results confirm qualitatively our expectations. To
better appreciate the effect of the prioritization in a quantitative way, we compare the 5 buses char-
acteristics also in Table 4. In addition, Figures 44b and 44d show that the frequency always lies in
a safe range [0.998, 1.001] pu. These results show that by designing steeper, or less steeper UFs,
it is possible to prioritize some vehicles, if desired, as an alternative to a fair approach.

A.4.4.4 Different Priorities at the Same Bus

The previous example assumes that all PEVs connected to the same bus have the same UF. While
this is convenient to illustrate the proposed control strategy, in practice, PEVs connected to the
same bus may have different UFs. In this section, we consider that PEVs are equally distributed
and connected to buses 3 and 4. At each bus, half of the PEVs have UF fs1 and the other half have
UF fs2 (see (A.17)). Figure 45 shows the system behavior in terms of the power loads at buses 3-4.
The control strategy is effective, as with the same number of PEVs, the power grid would have
collapsed in an uncontrolled scenario. Moreover, prioritized PEVs finish charging earlier than those
without priority, independently from the bus to which they are connected.
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Figure 44 – Use Case FC_C.1 – Unsynchronized AIMD; (a) load active power at PEV buses,
control without priorities; (b) ωCOI, control without priorities; (c) load active power at PEV
buses, control with priorities; (d) ωCOI, control with priorities

Bus # Mean power rate (kW) Global charge duration

3 1.537 4 hours, 18 minutes
4 1.531 4 hours, 19 minutes
7 1.530 4 hours, 19 minutes
8 1.702 3 hours, 53 minutes
12 1.727 3 hours, 49 minutes

Table 4 – Use Case FC_C.1 – Unsynchronized control performance with priorities
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Figure 45 – Use Case FC_C.1 – Active power of PEV subgroups at buses 3 and 4
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