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This deliverable, which is the major output of task T2.1 in the work package WP2 of edgeFLEX,
has two objectives: (i) to provide an overview of trends, technical issues and challenges associated
with frequency control and the provision of virtual inertia through non-synchronous devices; and (ii)
to describe the scenarios and provide the data that are utilized to test the Virtual Power Plant (VPP)
frequency and inertial response control concepts developed in deliverables D2.2, D2.3, D2.4, and
D2.5.

The need for frequency control and inertial response is a crucial aspect of AC power systems.
System operators rely on these services to maintain the power balance and the stability of the
grid. Traditionally, these services were provided by the synchronous generators of conventional
power plants providing frequency control through their turbine governors and inertia through their
rotors. In recent years, however, the move from conventional power plants to converter-interfaced
generation has significantly reduced both the frequency reserve and the inertial response required
by system operators for the secure operation of the grid. This motivates the need to implement new
approaches to provides these services to the system.

Virtual Power Plants (VPPs) are a recent concept that consist of aggregating several geographically
scattered energy resources and operate such resources to operate as a single generating unit.
In most cases, VPPs are composed of distributed energy resources, which are often based on
converter-interfaced devices, as well as of energy storage systems and microgrids. If properly
coordinated and controlled, VPPs offer a relevant opportunity for the provision of the frequency
control and inertial response services that are required by system operators.

While the details of the technical solutions proposed in this project are described in the deliverables
D2.2 to D2.5 of WP2, the present document focuses on the definition of relevant scenarios for
the aforementioned services. This scenarios constitute the test beds to illustrate the technique
discussed in the following deliverables.

This document defines five scenarios for the frequency control and two scenarios for the inertial
response.

The scenarios for frequency control aim at evaluating the capability of a broad variety of non-synch-
ronous devices that can contribute to form VPPs as well as grid topologies. Moreover the scenarios
consider transmission, distribution and low voltage systems, thus spanning the entire spectrum of
voltage levels and, consequently, device sizes currently available to system operators. Then, two
scenarios are dedicated to metering and on-line estimation of the frequency support provided by
Distributed Energy Resources (DERs) and VPPs. The ability to quantify the frequency support
provided by these devices is crucial to build the “trust” of system operators on the availability and
reliability of such a support.

FC_A This scenario examines novel control techniques that improve the primary and/or sec-
ondary frequency regulation provided by DERs connected to a power system.

FC_B This scenario evaluates the dynamic performance of VPPs providing primary and sec-
ondary frequency control to a power system. The VPPs considered are composed of assets
of different technologies, such as Solar Photovoltaic (SPV) plants, wind power plants, and
Energy Storage Systems (ESSs).

FC_C This scenario studies the impact of Energy Communitiess (ECs), on the frequency re-
sponse of power systems following a disturbance. The focus is on decentralized control
of ECs consisting of a large group of agents. A relevant example is plug-in Electric Vehi-
cles (EVs) and the effect of adopting a decentralized EV battery charging strategy on power
system dynamics.

FC_D A current challenge for the secure operation of power systems is the ability of Transmission
System Operators (TSOs) to determine through simple measurements whether a device
connected to the grid provides frequency control at a given time or not. The main goal
of this scenario is to meter the frequency regulation provided by synchronous and non-
synchronous devices connected to the grid.
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FC_E The goal of this scenario is to estimate, in transient conditions, the parameters or equiv-
alent parameters of grid-connected devices. These include the dynamic estimation of the
inertia of Synchronous Machines (SMs), the estimation of the equivalent inertia of non-
synchronous devices, as well as the estimation of the parameters of Voltage-Dependent
Load (VDL) models.

The inertial response scenarios focus on the estimation of the inertia available in a given period in
the grid. An accurate inertia estimation enables system operators to provide frequency response
services from VPPs in a more efficient manner in the future. The inertia estimation is done by collect-
ing Phasor Measurement Unit (PMU) measurements such as frequency and power measurements
from power measurements units across different buses in the network and then using this data as
input to the estimation algorithm. The scenarios consider the high- and medium-level voltage part
of the grid, respectively, where bigger generating units are connected or aggregated, as follows.

IR_A In this scenario, the inertia estimation scheme is meant for the TSO to estimate the sys-
tem inertia, including both mechanical and virtual inertia, in power systems that include
conventional synchronous generators and converter-interfaced DERs generation.

IR_B This scenario addresses the local estimation of inertia at the distribution level by the Distri-
bution System Operator (DSO). Hence, in IR_B, there will be no SMs providing mechanical
inertia but only converter-interfaced DERSs providing virtual inertia.
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1.1 Task 2.1

This deliverable is the major output of task T2.1 in the work package WP2. The main goal of T2.1
is to define relevant scenarios for the frequency and inertial response control of VPPs. These sce-
narios are based on distribution networks with different levels of complexity and topology, number
of Distributed Generators (DGs) and ESSs, and granularity.

1.2 Objectives and Outline of the Deliverable

This deliverable aims at providing the data and describing the scenarios for the control concepts
and techniques that will be developed in deliverables D2.2, D2.3, D2.4 and D2.5. A comprehensive
summary of current trends, technical issues, and challenges in frequency control is given first. An
overview of VPP frequency control and inertia estimation, as well as a description of benchmark
networks for frequency stability analyses are also presented. Based on these networks, the sce-
narios for VPP frequency and inertial response are then defined. Network data and description
of component dynamic models, including DERs, ESSs, Wind Turbines (WTs) and SPVs are also
provided.

1.3 How to Read this Document

The content of this deliverable serves as a reference for the rest of the deliverables of WP2 and thus
it is recommended that the interested reader uses it as such when reading each one of deliverables
D2.2 to D2.5. Dependencies and links of T2.1 with other tasks within WP2, as well as of WP2 with
other work packages from the edgeFLEX project are summarized in Figure 1 [1].

* The content of Chapter 3 of this document will be employed in tasks T2.2 and T2.3, the main
outputs of D2.2 and D2.3, respectively. T2.2 will describe the frequency control algorithms
developed for current VPPs in large scale deployment. T2.3 will present the frequency
control algorithms developed for Energy Communities with future VPPs.

+ The content of Chapter 4 will be employed in tasks T2.4 and T2.5, the main tasks of de-
liverables D2.4 and D2.5, respectively. T2.4 will describe the inertia estimation concept
developed for low-inertia power systems. T2.5 will present inertial response control con-
cept developed for VPPs in large-scale deployment.

* The use cases defined in this deliverable will be fed to task T3.1, which will derive relevant
Information and Communications Technology (ICT) requirements. Moreover, algorithms
developed in T2.2-T2.5 will be dropped as containerised software modules to WP4 for
implementation in the edgeFLEX platform in the context of tasks T4.1-T4.3. WP2 will inte-
grate feedback on requirements resulting from the iterative deployment of the modules by
the edgeFLEX platform and field trial sites, i.e. from WP4 and WP5, respectively.

1.4 Structure of the Deliverable

The remainder of this deliverable is organized as follows. Chapter 2 provides a background on
the trends, technical issues, and challenges in frequency control, as well as an overview of VPP
frequency control and inertia estimation. It also describes the benchmark test systems used as the
basis to define the scenarios of subsequent chapters, namely the WSSC 9-bus and New England
10-machine systems. Chapter 3 defines the scenarios for the frequency control services. Chapter 4
defines the scenarios for inertia estimation. The data and component models used to define the
scenarios of Chapters 3 and 4 are provided in the ANNEX. Finally, the deliverable is summarized
in Chapter 5.
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Figure 1 — Relations between WP2 and other work packages [1]
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2.1 Introduction

An intuitive definition of frequency in an AC circuit is how many times voltage cycles every sec-
ond [2]. For example, in the European power system the voltage cycles 50 times per second or,
equivalently, 50 Hz. In the North American power systems the voltage cycles 60 times per second,
i.e. 60 Hz. In more mathematical terms, frequency can be defined as the time derivative of the
phase angle of bus voltage phasors [3]. From this definition descends that the frequency can be
constant only in ideal steady-state conditions.

Frequency variations are caused by SMs that inextricably link frequency to power imbalances. The
magnitude of frequency variations depends on the value of the total rotational inertia of the SMs
connected to the power system. The role of inertia has been the focus of intense research in recent
years, as the large penetration of non-synchronous renewable energy sources has significantly re-
duced the amount of inertia in the system and increased the level of stochastic power fluctuations
[4]. The substitution of conventional power plants by non-synchronous devices may lead to large
frequency variations which in turn pose several issues for the dynamic response and control of
power systems [4, 5, 6] and may even lead to blackouts. For example, large frequency deviations
were the main cause of the Italian power system blackout in September 2003 [7]. The blackout of
the European interconnected power system in November 2006 was also caused by high frequency
deviations (49 and 51.4 Hz) that led the system to split into three islands after cascading events [8].
Other frequency related events that led to power system blackouts can be found in [9]. Therefore,
keeping the frequency as constant and as close to the nominal value as possible everywhere in the
system is one of the main objectives of TSOs. This is a challenging task due to the variations of
demand, the presence of noise and harmonics, and the occurrence of contingencies and sudden
events, such as faults and line connections/disconnections [10]. In practice, TSOs impose com-
mand restrictions on the frequency variations of their grids. For example, the following restrictions
are imposed by the Irish TSO, EirGrid [11]:

* The frequency deviation shall remain within 50+0.2 Hz under normal operation.

+ The frequency deviation shall remain within 50+2 Hz, with Rate of Change of Frequency
(RoCoF) limited to 1 Hz/s in the first 500 ms after a contingency.

2.2 Frequency Control

2.2.1 Conventional Power Plants

In conventional power systems, the frequency is controlled hierarchically. After a power imbalance
occurs, the inertia of SMs is the first to compensate the small frequency fluctuations (up to 5 s). This
response is intrinsic of the machines and does not involve any control. Then, the Primary Frequency
Control (PFC) takes over by varying the active power output of the generators. The PFC is a local
controller that measures the rotor speed of the machines and compares it with a reference. This
control takes place in the time scale of tens of seconds, e.g. 30 s, and in most cases is a mandatory
service for all generating units with installed capacity greater than a certain amount, for example,
10 MW. The generating units that provide PFC must guarantee an active power reserve greater
than £1.5% for interconnected systems and +£10% for isolated systems [12]. After the PFC, the
Secondary Frequency Control (SFC), also known as Automatic Generation Control (AGC), takes
over and brings back the frequency to the nominal value as well as the interchange between different
areas to their scheduled values. The SFC is a centralized control that acts in the time scale of
several minutes, e.g. 10 min. The generating units that provide SFC must guarantee an active
power reserve that ranges from +6% for thermal units to +15% for hydro units [12]. A typical
frequency response in power systems following the loss of a generating unit is shown in Figure 2.
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Figure 2 — Qualitative transient behavior of the frequency following the loss of a generator

2.2.2 Non-Synchronous Devices

Traditionally, TSOs have relied on large conventional power plants connected to the transmission
network to provide primary and secondary frequency regulation to the grid. As these generators are
being phased out and substituted by small non-synchronous resources that are mainly connected to
the distribution network, it becomes apparent that these resources have to provide similar ancillary
services to the grid as well. In this subsection we provide a review of the frequency response
provided by DERs, ESSs, and microgrids.

Recent studies discuss the potential of non-synchronous generation for frequency control. These
studies consider several technologies, including wind generation [13, 14, 15], SPV generation [16,
17, 18], Voltage Sourced Converters - High Voltage Direct Current (VSC-HVDC) links [19], energy
storage devices [20, 21], and thermal loads [22, 23, 24].

2.2.2.1 Distributed Energy Resources

Electric generators of DERs that are connected to the grid through power electronic converters
are largely decoupled from the electric frequency. Deloading such generators to retain reserve for
frequency drops is the way to enable their participation to the frequency control of the system. A
relevant example is WTs [13, 25, 26], which can be also controlled to emulate inertial response,
through, e.g. a short-term release of active power by drawing kinetic energy from their rotors. An-
other relevant example is SPVs [27]. In [28], the deloading of a SPV plant is realized by DC switches
controlling groups of SPV modules per inverter. Frequency regulation signals can accordingly drive
more DC breakers to reconnect, thus increasing the power injected by the SPV at an occurrence
of a frequency drop and vice versa.

DERs can provide frequency regulation following either a decentralized or a centralized control
strategy. The impact of different frequency control strategies of DERs connected at the distribution
level on the dynamic behavior of High Voltage (HV) transmission systems is studied in [29]. Results
show that the centralized approach leads to a better dynamic performance of the system. On the
other hand, the centralized approach is also the most vulnerable when exposed to communication
induced phenomena such as time delays.

2.2.2.2 Energy Storage Systems

In low-inertia and islanded systems with high shares of renewable generation, energy storage as-
sets can be utilized to mitigate the sensitivity to load-generation imbalances and guarantee fre-
quency stability when a significant amount of generation is lost since, if properly controlled, ESSs
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can provide both fast frequency control and virtual inertia [30]. In fact, ESSs and Energy Manage-
ment Systems (EMSs) are a crucial aspect of the frequency control provided by non-synchronous
devices. Recent studies have developed models to study the impact of ESSs on power system fre-
quency response and transient stability. For example, see the voltage-sourced converter interfaced
battery storage model developed in [31].

A relevant question is whether the frequency response provided by ESSs has both technical and
economic feasibility. A relevantissue is In [32], the authors studied how to allocate ESSs efficiently,
aiming at ensuring that the frequency reserve service is procured with minimum cost. Moreover, the
economic profitability of the investment in lithium-ion battery ESSs that provide primary frequency
regulation in the Danish energy market is studied in [33], [34]. In particular, the authors in [33]
described their field experience with a 1.6 MW/0.4 MWh lithium-ion battery storage system, while
in [34] they presented a semi-empirical lifetime model of lithium-ion batteries.

Among existing ESS technologies, EVs play a special role as their capacity is expected to dramat-
ically increase in the near future. The participation of EVs in the frequency control can significantly
improve the dynamic behavior of the system. Reference [35] studies the impact of three different
EV charging strategies, namely, proportional response, soft control, and aggressive control, on the
frequency response of power systems under a variety of wind generation scenarios.Reference [36]
discusses how an aggregator should better organize the frequency regulation service by EVs, while
keeping in mind that these assets are also loads and seek to serve their primary purpose as mobility
devices. The charging rates are thoroughly assessed to better perform the overall control. In [37],
the aim is to balance the provision of frequency regulation by EVs while ensuring that the EV battery
is charged to the user’s preferred level for mobility reasons.

2.2.2.3 Microgrids

Microgrids are also expected to play an important role in the frequency regulation of future power
systems. A dynamic microgrid model for studying the impact of high shares of microgrids on the
frequency control of power systems was developed in [38]. Reference [39] proposes an adaptive
coordinated frequency control approach for EVs and renewables included in a microgrid. A dis-
tributed secondary frequency and voltage control approach for islanded microgrids is proposed in
[40]. The paper shows that the proposed controller is able to restore the frequency to its nominal
value, restore bus voltages, as well as to ensure a proper reactive power sharing. Also, refer-
ence [41] proposes a model-free based droop control approach for simultaneous frequency and
voltage control in islanded microgrids. A power control strategy for Doubly-Fed Induction Gen-
erators (DFIGs) in a microgrid that makes use of a 10% wind power reserve to provide frequency
support was introduced in [42]. Reference [43] proposes a hierarchical controller for a microgrid with
inclusion of WTs and battery units. The goal of the microgrid is to provide primary and secondary
frequency support to a weak grid by regulating the power flow in a tie-line. Finally, an equivalence
between Virtual Synchronous Machines (VSMs) and frequency-droop control for converter-based
microgrids is presented in [44].

2.3 Inertia Estimation

As already mentioned, the backbone of today’s power grids, i.e. the conventional SMs, are being
replaced by power-electronic driven Renewable Energy Sources (RESs). This change in the share
between conventional and RES generation is partially driven by the worldwide legislation to incor-
porate the reduction of CO2 emissions. Such transition is changing the system configuration and
operation and is introducing new challenges to the System Operators (SOs).

The newly installed RESs do not contribute to the overall system mechanical inertia, due to the fact
that they either do not have rotating masses, such as the case of SPVs, or are decoupled from the
rest of the power system by power electronic devices like in the case of wind generation. Therefore,
replacing SMs, which are able to provide inherent inertial response, with RESs is reducing the
overall system inertia.

Lower values of system inertia result in larger RoCoF and frequency deviations in case of power
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imbalances. Insufficient amount of system inertia can result in triggering RoCoF protection relays of
SMs and under-frequency load shedding. Consequently, online monitoring of system parameters,
as well as assessment of frequency response are critical for the secure operation of power systems
with low and uncertain values of inertia. Towards these goals, power system inertia needs to be
monitored and estimated.

The SOs can then use this information to run contingency analysis to assess the frequency response
for a certain disturbance and accordingly the SO can take the appropriate measures like connecting
more rotating masses, planning outages, procuring primary reserves and even procuring virtual
inertia as an ancillary service in the future.

Power system inertia estimation has been a hot research topic in the recent years for academics
and TSOs. The inertia estimation mainly relies on active power and frequency measurements.

The majority of the proposed inertia estimation methods in literature work offline with PMU data
collected after a disturbance, and are based on a simplified representation of the swing equation that
does not take into account the effect of the primary control action and the load voltage and frequency
dependency and their effect of the system frequency dynamics. Following this approach, in [45] the
overall system inertia of Great Britain has been estimated in terms of total kinetic energy assuming
accurate knowledge of generator units’ inertia constants. Based on the single machine infinite bus
model, in [46] the inertia constant is obtained from the offline analysis of the electromechanical
modes and eigenvalues of the power system oscillations. In [47] and [48], the authors propose
offline inertia estimation methods considering the changes in load demand post a disturbance due
to voltage and frequency dependency.

A very simple approach has been used to estimate online the overall inertia of the Nordic power
system [49], assuming the knowledge of the generator units’ inertia constants and monitoring of the
connection of these generating units to the system. However, the rated inertia constant can deviate
from the actual value in case of SMs and this simple approach will not be suitable to estimate the
variable virtual inertia provided from DERs. In [50], the authors base their estimation method on a
simplified swing equation representation, not taking into account the primary control action. In this
approach, smoothing filters are applied as sliding data windows to estimate the inertial response
from the measured frequency and active power. Other online inertia estimation methods are based
on regression and updating the system model in a recursive way to minimize the mean square
error between predicted and actual values of inertia. In [51] an extended Kalman filter is used
to estimate the total inertia of the system, yet this approach assumes some initial knowledge of
the overall actual system inertia and is good only for small uncertainties. The authors in [52] also
propose an estimation method based on regression models but they take into account the primary
frequency control action of the different generation units. However, the load power changes due to
voltage and frequency dependency are not taken into account.

In edgeFLEX we consider an inertia estimation algorithm based on regression models that take into
account the power changes due to the frequency variations, resulting from the load frequency de-
pendency and generation frequency dependency DA f(t) and generator units PFC action Pprc(t):

d
Mﬁf(t):P*+PPFC(t)—Pe(t)—DAf(t). (2.1)
These regression models are fitted to frequency f(¢) and power measurement P, (¢) and the system

parameters such as inertia M and damping D are estimated using the gradient descent method
[52]. More details on the proposed method can be found in deliverable D2.4 [53].

2.4 \Virtual Power Plants

2.4.1 Introdutcion

A VPP is obtained by aggregating the capacity of a number of DERs, ESSs, and flexible loads [54].
It operates as a single transmission-connected generator in the existing power system [55]. Due to
the fact that VPPs are still in an early development stage, their definition is yet to be unified [56].
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In the FENIX project, the concept of VPP is defined as a flexible aggregation of DERs, e.g., WTs,
SPV generation, and ESSs. The VPP control consists in collecting the characterizing parameters
from the DERSs and regulating them, taking into account network characteristics, e.g., topology and
losses [55]. In [57], VPPs are defined as heterogeneous entities of multi-technology and multi-site;
while in [58], a VPP is an aggregation of many diverse DERs, which can be connected to different
points of the Medium Voltage (MV) distribution network dispersedly. Also, a VPP can be considered
as an autonomous, isolated microgrid [59]. In the context of this deliverable, a VPP is considered
as the aggregation of geographically dispersed DERSs installed in a distribution grid, including DGs
and ESSs.

2.4.2 Topology

At the system level, two different VPP topologies are relevant: (i) transmission-system VPP, where
DERs and ESSs are connected directly to the HV transmission system; and (ii) distribution-system
VPP, for which the devices are connected to the transmission grid via a point of common cou-
pling. Examples of the two topologies are illustrated in Figures 3 and 4. The transmission-system
VPP topology is widely adopted to combine geographically dispersed and/or high-capacity DERs,
whereas the distribution-system VPP is suitable for geographically close and medium/small capac-
ity DERSs.

Transmission
Grid

L Local frequency
-
I measurement

Transmission
Grid

Local frequency
measurement

Figure 4 — lllustration of a distribution-system VPP topology
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2.4.3 Frequency Response

DERs are the main feature of a VPP, as they allow its scheduling and define its capacity. Therefore,
the integration, coordination, the efficient utilization of DERs in VPPs is a timely research topic. Most
studies on VPPs, however, focus exclusively on the operation and economic aspects [60, 61, 62].
The transient response of VPPs following power imbalances as well as their impact on the overall
power system dynamic response, on the other hand, are not thoroughly studied.

The main purpose of the VPP frequency control service is to improve the recovery of the frequency
to its reference value following a power imbalance. VPPs are required to provide both PFC and SFC.
The PFC of VPPs aims at improving the recovery of the frequency during short-term transients and
is commonly implemented via droop controllers. Relevant references are, for example, [41, 54, 63,
64, 65]. On the other hand, the SFC of a VPP aims at restoring the grid frequency to its reference
and keep the VPP power injection at the scheduled value.

In [66], PFC of a VPP comprising SPVs and controllable loads is provided by curtailing a certain
amount of SPV power and adjusting the number of controllable loads via solving a mixed-integer
programming problem. A capability-coordinated PFC approach for VPPs including an adjustable-
speed pumped storage hydropower, a wind power plant, and an ESS, is proposed in [63]. In [67],
a decision-tree based method is proposed to reduce the active power prediction of VPPs with a
scope to mitigate over-frequency phenomena. In [68], SFC is achieved through an AGC, the signal
of which is decomposed sent to the devices that comprise the VPP, which include DGs, ESSs
and flexible loads. Reference [69] explores the problem of frequency regulation by wind and SPV
energy resources through battery storage systems, with an aim to deliver the service without relying
on considerable upgrades of storage capacity. In [70], an EMS strategy is presented to provide the
load power demand in distinct operating status by means of achieving the active power regulation
in a small-scale VPP. For practical implementation purposes, it is desirable that the frequency
response is straightforward to apply. A test system for easy and dependable frequency response
determination of a VPP connected to a utility grid is proposed in [71].

2.4.3.1 Coordinated vs Distributed Control

VPPs can be controlled with either a distributed or centralized strategy [72]. The centralized control
structure is a strategy commonly proposed for VPPs and microgrids [73, 74, 75, 76]. The main
disadvantage of a centralized strategy is that the coordination of DERs requires the exchange of
measurements and signals among controllers [72] and thus communication phenomena such as
delays and data dropouts are inevitably introduced. Reference [77] proposes a distributed control
strategy, in which the DGs of the VPP can adaptively adjust the plant’s output power and reach an
optimal point through local communication networks. In [78], a definition for the service-centric VPP
is given, and the solution of the congestion relief service via optimal adjustment of the active and
reactive power in the VPP to enhance the integration of wind and solar power is developed. Refer-
ence [79] proposes a novel technique for voltage regulation along a distribution line by a VPP, which
focuses on the restoration of bus voltages within the standard limitations. Two operation models
are presented in [80], including VPP dispatch model based on time-of-use pricing mechanism, and
the game-theoretic dispatch model for multi-VPP based on the optimal results of VPP dispatch.
Reference [81] proposes a decentralized cooperative frequency control for autonomous VPPs with
communication constraints. Compared with the centralized approach that consists in collecting the
information from ESSs and DGs in a single control centre, in a cooperative (distributed) control,
each DER shares its information only with neighboring DERs [82].

2.4.3.2 Communication Aspects

Similar to the VPP control strategy, the communication strategy in VPPs can also be divided into
centralized and decentralized. A centralized communication strategy has a high requirement for
the communication network to transfer all individual DER information, while the decentralized com-
munication shows some advantages when the DERs in a VPP have communication limitations. In
[83], ICT requirements are presented in light of enabling VPPs to procure, offer and realize ancil-
lary services. Based on the example of IEC 61850, the study concludes that, for VPPs ancillary
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services to be enabled, current standard frameworks need to be extended to support scheduling,
management and aggregation of the DERs that compose the VPPs.

A distributed dispatch method based on the primal-dual sub-gradient algorithm is proposed in [84].
This method maximizes the profit of VPP by coordination individual decision-making of DERSs in
the VPP via limited communication, which has a similar performance to the centralized dispatch.
In [81], a decentralized communication strategy is proposed. In this strategy, a “global” quantity,
i.e. the measurement of the total generated active power, is shared between every two neighbor
DERs, which avoids the communication constraints.

However, with the increasing amount of loads and renewable energy resources, the communication
and coordination between the control center and DGs, ESS and controllable loads has become a
challenge. The communication system, in fact requires a higher transceiver power [85] and higher
efficiency of the communication protocol [86] as the amount of transmitted data increases. If the
bandwidth of the communication network is not adequate, the latency increases, which can nega-
tively impact on the stability of the overall system [87]. To avoid the limitation of the communica-
tion network, a recently proposed solution consists in optimizing the decentralized control strategy
through algorithms based on graph theory [84, 88, 89, 90, 91, 92].

2.4.3.3 Economic Aspects

Research efforts have also explored the economic efficiency of VPPs. Reference [60] proposes to
operate a VPP through loads with thermal inertia. The control algorithm acts directly on the loads
by optimizing their consumption in a specified period, as well as minimizing the imbalance between
generation and demand. In [72], three aggregation control strategies of distributed generation units
are proposed to maximize the efficiency of VPPs as well as minimize the power deviation during
dynamic load conditions. An algorithm to integrate VPP distributed resources and trade them in
the energy market taking into account technical constraints is proposed in [55]. A feasibility study
of VPPs that provide ancillary services, including active and reactive power control, for a 50 kV
distribution network in Sweden, is presented in [93]. The paper provides a quantification of the
economic profits simulated via measuring the variations in the hourly production and consumption
at the network nodes.

2.4.4 Electric Vehicles as VPPs

When connected to bidirectional chargers, EVs can, in effect, be used as a VPP, as discussed in
[65], in which EVs are utilized to support primary reserve in smart grids. The control of EVs and
their communication are of vital importance for the effective integration of EVs into VPPs. Reference
[94] focuses on the control architecture and communication requirements for EVs-VPP. The paper
emphasizes the importance of a reliable, secure, and economical communication infrastructure
in order to effectively operate the distributed resources included in the EVs-VPP. In [95], EVs are
used as storage for wind generators in order to enable their participation to the day-ahead electricity
markets. This is achieved through VPPs that aggregate many EVs and wind generators. The paper
shows that this approach is profitable for both EVs and wind generators.

2.4.5 Microgrids as VPPs

VPPs are not microgrids, as they are generally more distributed across the grid, have larger capacity
and are focused on generation rather than on load requirements [96]. Yet, microgrids have several
aspects in common with VPPs, and one of them is their ability to provide frequency and voltage
support. A coordinated PFC approach of VPPs based on SPVs and controllable loads in microgrids
is described in [66], where the power output of the SPVs and power consumption of loads are
adjusted based on the solution of a mixed integer programming problem. Reference [64] presents
a frequency control strategy of a microgrid supported by VPP coordination. In [54], a control strategy
based on the IEC/ISO 62264 standard for hierarchical control and ESSs in microgrids and VPPs is
presented. A comprehensive review of approaches to transforming microgrids into VPPs is provided
in [97].
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In [98], an extended VSM is presented for microgrids based on the concept of virtual rotor, pri-
mary, and secondary control, respectively. This virtual controller is inspired by the conventional
synchronous generator and is able to regulate the system frequency.

2.5 Benchmark Networks for Frequency Stability Analyses

In this deliverable standard benchmark test systems are used as the base to define the scenarios
for frequency and inertial response of VPPs. This chapter provides a description of such networks.
This deliverable describes the scenarios that will be utilized to evaluate the frequency control and
inertia response techniques in D2.2 and D2.3. These include the Western Systems Coordinating
Council (WSCC) 9-bus system, the New England 10-machine system, and the IEEE 14-bus system.

2.51 WSCC System

The single line diagram of the WSCC 9-bus system (hereinafter, WSCC system) is depicted in
Figure 5. The grid consists of 9 branches: 3 MV/HV transformers that connect the SMs to the
transmission grid and 6 transmission lines. The system includes 3 loads and 3 SMs, which are
equipped with Turbine Governors (TGs) and Automatic Voltage Regulators (AVRSs).
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Figure 5 — Single-line diagram of the WSCC 9-bus system

The power and frequency bases of the system are 100 MVA and 60 Hz, respectively. Moreover,
the nominal voltage of the transmission system is 230 kV, while the SMs connected to buses 1, 2
and 3 have nominal voltages 16.5 kV, 18 kV and 13.8 kV, respectively. Static and dynamic data of
the WSCC system are based on [99] and [100] and are detailed in Section A.1.1 of the ANNEX.

2.5.2 |EEE 14-Bus System

The single-line diagram of the IEEE 14-bus system is shown in Figure 6. This benchmark network
consists of 15 transmission lines, 2 two-winding and 1 three-winding transformers, 2 synchronous
generators and 3 synchronous compensators, and 11 loads. The SMs are equipped with includes
AVRs and TGs. Finally, the system includes an AGC.

The power and frequency bases of the system are 100 MVA and 60 Hz, respectively. The trans-
mission system consists of three nominal voltage levels, 69 kV for buses 1-5, 13.8 kV for buses 6,
7, and 9-14, and 18 kV for bus 8. Static and dynamic data of the IEEE 14-bus system are based
on [101] and [102] and are provided in Section A.1.2 of the ANNEX.

2.5.3 New England System

The single-line diagram of the New England 39-bus 10-machine system (hereinafter, New Eng-
land system) is shown in Figure 7. The transmission system consists of 34 transmission lines,
12 transformers, 10 SMs, and 15 loads. SMs are equipped with TGs, AVRs and Power System
Stabilizers (PSSs).
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Figure 6 — Single-line diagram of the IEEE 14-bus system
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Figure 7 — Single-line diagram of the New England system

The power and frequency bases are 100 MVA and 60 Hz, respectively. The nominal voltage levels
of the grid are 18 kV at the generator terminal bus and 230 kV for the transmission system. Static
and dynamic data of the New England system are provided in Section A.1.3 of the ANNEX.
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3.1 Scope and Objectives

This chapter describes the scenarios and use cases that are utilized to test the frequency control
concepts developed in deliverables D2.2 and D2.3.

The frequency control scenarios defined in this chapter are as follows:
» Scenario FC_A: Frequency Control of DERs.
» Scenario FC_B: Frequency Control of VPPs.
» Scenario FC_C: Frequency Control of Energy Communities.
» Scenario FC_D: Frequency Control Metering of Grid-Connected Devices.

» Scenario FC_E: Dynamic Estimation of Grid-Connected Devices.

3.2 Scenario FC_A: Frequency Control of DERs

3.2.1 Introduction

The goal of this scenario is to examine novel control techniques that improve the primary and/or sec-
ondary frequency regulation provided by DERs connected to a power system. The dynamic models
employed to represent the basic control structure of the different DER technologies considered are
described in Section A.2 of the ANNEX.

3.2.2 Actors

The main actors of this scenario are (i) DERs responding to power imbalances with an aim to restore
the grid frequency to its reference value; and (ii) the TSO that schedules the DER generation and
shares information, such as measurements at buses of the transmission grid, required by the DERs
to optimize their frequency control.

3.2.3 Information Exchange

The control techniques that are based on this scenario require that measurements from the buses
to which the DERs are connected to and/or from neighboring buses, are collected and sent to the
DER frequency regulators. Depending on the topology of the network, this information may or may
not need to be shared by the system operator.

3.2.4 Scenario Diagram

The diagram of Scenario FC_A is shown in Figure 8.

3.2.5 Use Case FC_A.1: Modified WSCC System
3.2.5.1 Narrative of the Use Case
The goal of this use case is to study the dynamic response of power systems with inclusion of DERs

that participate to the PFC. This use case is based on the WSCC system described in Section 2.5.1.
The system is modified to connect the dynamic models of DERs and ESSs of different technologies.
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Figure 8 — Diagram of Scenario FC_A

3.25.2 KPIs
The following are the Key Performance Indicators (KPIs) that are evaluated in this use case:

* Frequency of the Center-Of-Inertia (COI) of the SMs connected to the system.
+ Bus voltage profiles of the system.

« State of charge of ESSs.

3.3 Scenario FC_B: Frequency Control of VPPs

3.3.1 Introduction

This scenario examines the dynamic performance of VPPs providing primary and secondary fre-
quency control to a power system. The VPPs considered are composed of assets of different
technologies, such as SPV plants, wind power plants, and ESSs. The dynamic models used to
represent the basic frequency control structure for each technology, as well as the models used
to represent stochastic components such as solar irradiance and wind speed, are described in
Section A.2 of the ANNEX.

3.3.2 Actors

The main actors of this scenario are (i) VPPs responding to power imbalances to restore the grid
frequency to its reference value; and (ii) the TSO that schedules the VPP generation and imposes
requirements, e.g. linear increase of VPP generation during ramp-up time, or variation of the VPP
power output level for the purpose of secondary frequency regulation.

3.3.3 Information Exchange

The DERs that compose the VPP exchange measurement and control signals with the VPP’s Data
Management System (DMS) and through a communication network. Moreover, the VPP receives
information by the TSO, e.g. commands to modify its power generation levels.
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3.3.4 Scenario Diagram

The diagram of Scenario FC_B is shown in Figure 9.
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Figure 9 — Diagram of Scenario FC_B

3.3.5 Use Case FC_B.1: Modified WSCC System

3.3.5.1 Narrative of the Use Case

The goal of this use case is to study the dynamic response of VPPs that participate to the PFC of
a power system. The use case is based on the WSCC system described in Section 2.5.1, which is
modified to include the dynamic models of VPP resources.

3.3.5.2 KPIs
The following are the KPIs of this use case:

* Frequency of the COI of the SMs connected to the system.
* Frequency deviations in the presence of communication network-induced delays.

+ Active power injected by VPP resources to the grid.

3.3.6 Use Case FC_B.2: Modified New England System

3.3.6.1 Narrative of the Use Case

The goal of this use case is to study the dynamic response of VPPs that participate to the SFC
of a power system. The use case also serves to study the dynamic response of aggregated VPP
models. This use case is based on the New England system described in Section 2.5.3. The system
is modified to include a VPP.
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3.3.6.2 KPIs
The following are the KPlIs of this use case:

* Frequency of the COI of the SMs connected to the system.

+ Active and reactive power injection of the VPP at the Point of Connection (POC) with the
grid.

3.4 Scenario FC_C: Frequency Control of Energy Communities

3.4.1 Introduction

This scenario studies the impact of Energy Communities, on the frequency response of power
systems following a disturbance. The focus is on decentralized control of Energy Communities
consisting of a large group of agents. A relevant example is plug-in EVs and the effect of adopting
a decentralized EV battery charging strategy on power system dynamics.

3.4.2 Actors

The main actors of this scenario are Energy Communities and the DSO.

3.4.3 Information Exchange

The control strategies examined in this scenario are fully decentralized and thus, Energy Communi-
ties are not required to share any information. For example, plug-in EVs and charging stations are
not required to communicate their charging status, and the available power is automatically shared
among the EVs.

3.4.4 Scenario Diagram

The diagram of Scenario FC_C is shown in Figure 10.
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Figure 10 — Diagram of Scenario FC_C
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3.4.5 Use Case FC_C.1: Modified New England System

3.4.5.1 Narrative of the Use Case

The goal of this use case is to study the dynamic response of power systems with inclusion of Energy
Communities. This use case is based on the New England system described in Section 2.5.3. Since
the use case refers to future power grids, the system is modified to include power generation from
RESSs, such as wind power plants.

3.452 KPIs
The following are the KPIs of this use case:

* Frequency of the COI of the SMs of the system.

» Active power at the load buses that the Energy Community is connected to.

3.5 Scenario FC_D: Frequency Control Metering of Grid-Connected Devices

3.5.1 Introduction

A current challenge for the secure operation of power systems is the ability of TSOs to determine
through simple measurements whether a device connected to the grid provides frequency control
at a given time or not. The main goal of this scenario is to meter the frequency regulation provided
by synchronous and non-synchronous devices connected to the grid.

3.5.2 Actors

The main actor of this scenario is the TSO, who differentiates between devices that have and do
not have an impact on the frequency at their point of connection, based on their Rate of Change of
Power (RoCoP) index. The RoCoP index will be described and rigorously discussed in deliverable
D2.2.

3.5.3 Information Exchange

Implementation of the frequency regulation metering technique requires that frequency measure-
ments at the bus that the device is connected to as well as at neighboring buses are collected and
sent to the control center.

3.5.4 Scenario Diagram

The diagram of Scenario FC_D is shown in Figure 11.

3.5.5 Use Case FC_D.1: Modified WSCC System

3.5.5.1 Narrative of the Use Case

This use case is based on the WSCC system described in Section 2.5.1. The system is employed
to meter the frequency regulation of both synchronous machines and non-synchronous devices,
and thus is accordingly modified to include the dynamic models of non-synchronous resources and
loads, such as ESSs and Thermostatically-Controlled Loads (TCLs).
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Figure 11 — Diagram of Scenario FC_D

3.5.5.2 KPIs
The following are the KPIs of this use case:

* RoCoP-index of the examined device (see D2.2).

« Variation of active power injection at the bus that the examined device is connected to.

3.6 Scenario FC_E: Dynamic Estimation of Grid-Connected Devices

3.6.1 Introduction

The goal of this scenario is to estimate, in transient conditions, the parameters or equivalent pa-
rameters of grid-connected devices. These include the dynamic estimation of the inertia of SMs,
the estimation of the equivalent inertia of non-synchronous devices, as well as the estimation of the
parameters of VDL models.

3.6.2 Actors

The main actor of this scenario is the TSO that, based on power and frequency measurements,
estimates the (equivalent) parameters of devices connected to the grid.

3.6.3 Information Exchange

Implementation of the dynamic estimation techniques considered in D2.2 and D2.3 require that
frequency and power measurements at the point of common coupling of the device with the trans-
mission grid, as well as at neighboring buses, are collected and transmitted to the control center.

3.6.4 Scenario Diagram

The diagram of Scenario FC_E is shown in Figure 12.
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Figure 12 — Diagram of Scenario FC_E

3.6.5 Use Case FC_E.1: Modified WSCC System

3.6.5.1 Narrative of the Use Case

The goal of this use case is to estimate the inertia of synchronous machines as well as the equivalent
inertia of non-synchronous devices connected to a power grid. To this aim, the WSCC system
described in Section 2.5.1 is modified to include non-synchronous devices of different technologies,
such as ESSs, TCLs, Wind Power Plants (WPPs), and VSMs, and of which the equivalent inertia
estimation is of interest.

3.6.5.2 KPIs
The following are the KPlIs of this use case:

* Error between actual and estimated inertia constant.

» Deviation of estimated from actual inertia constant in the presence of measurement noise.

3.6.6 Use Case FC_E.2: Modified IEEE 14-Bus System

3.6.6.1 Narrative of the Use Case

This use case is focused on the estimation of the parameters of non-synchronous device models.
To this aim, the IEEE 14-bus system described in Section 2.5.2 is utilized. The system is modified
to include non-synchronous devices, such as VDLs, the parameters of which are to be estimated.

3.6.6.2 KPIs
The following is the KPI that is evaluated in this use case:
» Error between estimated and actual parameter of non-synchronous device.

For example, in the case of a VDL, this KPI corresponds to the error between the estimated and
actual load voltage exponent.
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4.1 Scope and Objectives

In the context of future power systems with increased penetration levels of RESs, the inertia of the
system will decrease drastically and become uncertain depending on the RESs availability at any
given time. The ability to accurately estimate the system inertia in real time would allow system
operators to assess the system’s state of health and manage the grid by taking appropriate control
actions.

After knowing the overall inertia of the system at any given time, the system operators can run
contingency analysis to quantify the amount of primary reserve and inertial response needed to
keep the system within the stability limits for any given disturbance. Hence, the inertia estimation
as a tool will enable system operators to procure frequency response services from VPPs in a more
efficient manner in the future. However, the inertia estimation algorithm does not interact directly
with the market and the outcome of the estimation method is not directly related to the trading of
ancillary services.

Thus, the research work for the inertia estimation task is to develop an inertia estimation algo-
rithm at the system operator level. The inertia estimation is performed by collecting PMU mea-
surements such as frequency and power measurements from power measurements units across
different buses in the network and then using this data as input to the estimation algorithm. The
mathematical formulation of the inertia estimation method and all the technical details can be found
in deliverable D2.4.

In the following subsections, we use the terminology agreed upon within edgeFLEX consortium
and which can be found in deliverable D1.1 [103]. The edgeFLEX platform will provide different
services for SOs and VPPs. Each of the services is described by one scenario that provides a
general overview of what that service is about. Within a scenario, several use cases are included
to implement the service into a specific context or application. The peculiarity of a use case is its
specificity in treating a particular aspect of the service; e.g. the application of the inertia estimation
algorithm to a benchmark network of IEEE. Finally, the performance of the service is evaluated, in
each use case, through KPIs. Hence, the performance of a service described by its scenario, will
be evaluated through the KPIs defined in each use case. The set of use cases selected for each
service aims at covering the wider range of potential applications of the service itself.

4.2 Scenarios

In total, there are two scenarios studied in edgeFLEX concerning the power system inertia esti-
mation, namely IR_A and IR_B. The research work in these scenarios focuses on the high- and
medium-level voltage part of the grid, respectively, where bigger generating units will be connected
or aggregated.

The scenarios share an equal general view and a lot of similarities. However, they are different
when it comes to main actors, rollout, generation mix and type of inertia to be estimated.

In IR_A, the inertia estimation scheme is meant for the TSO to estimate the system inertia, includ-
ing both mechanical and virtual inertia, in power systems that include conventional synchronous
generators and converter-interfaced DERs generation.

On the other hand, the research work for IR_B addresses the local estimation of inertia at the
distribution level by the DSO. Hence, in IR_B, there will be no SMs providing mechanical inertia
but only converter-interfaced DERs providing virtual inertia.

The scenarios summary is presented in Table 1.

The researchers in WP2 expect that the investigation and results of IR_A are immediately applicable
for the estimation of inertia at TSO level, since today the TSO is mainly responsible for maintaining
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Scenario Title Description

IR_A Inertia Estimation at This scenario focuses on the system inertia es-
Transmission Level timation, both mechanical and mixed inertia,
at the transmission level and considers a mix
of generation of both conventional and DERs
generation, e.g. large wind power plants con-
nected to the high-voltage level.

IR_B Inertia Estimation at This scenario focuses on the local estima-
Distribution Level tion of virtual inertia at the distribution level
where only DERs generation is connected at

the medium-voltage level.

Table 1 — Inertia Estimation Scenarios

the power system stability and the conventional generation is connected at the transmission level. In
contrast, IR_B will be applicable in future power systems (2030+), with increased DERs connected
at the distribution level and providing virtual inertia as an ancillary service.

4.2.1

4.2.2

Functional Requirements of Scenarios IR_A and IR_B

Objective: estimation of the system inertia at the SO level.

Timeframe: The inertia estimation algorithm relies on the presence of sufficient excitation
in the system i.e. frequency variations. In this context, the inertia estimation will execute pe-
riodically, every 15 minutes following the scheduled re-dispatch of the generation or power
set-points scheduled perturbations.

Triggering Event: Generation rescheduling events i.e. scheduled power set-point changes
that take place normally in the operation of power systems.

Frequency and Power Measurements: Synchronized measurements with time stamps
are needed for the inertia estimation.

Accuracy of Frequency and Power Measurements: The PMUs and power measure-
ment units must have accuracy and granularity that are high enough to capture the fast
changes in frequency. The numbers to be determined as research in WP2 continues.

Manner: The inertia estimation is to be executed at the control center of the TSO.

Information exchange between SOs: Exchange of estimated inertia values from neigh-
bouring control areas i.e. TSOs or DSOs and TSOs for further contingency analysis and
overall system inertia calculation.

Data Recordings: Data storage of frequency measurements and active power measure-
ments is required for the inertia estimation execution and recordings of estimated inertia
values is required.

Information Exchange and Communication Aspects of IR_A and IR_B

The inertia estimation is meant to run periodically, every 15 minutes, at the control center of the TSO
(IR_A) or DSO (IR_B) using the active power and frequency measurements from the generation
units’ substations as inputs. The output of the estimation algorithmi.e. the estimated inertia values
are intended to be used for power system monitoring purposes and contingency analysis by the

TSO.

The communications architecture constitute an unidirectional communication link between the
power plants i.e. generation substations (IR_A) or MV substations connecting the DERs generation
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(IR_B) measurement equipment and the control center of the SO. The measured quantities i.e. the
frequency and active power from the PMUs and power measurements units, respectively, are sent
over the communication link to the SO control center.

The overall number of connections is highly limited. In IR_A, the TSO EMS will communicate with a
limited number of power plants (generation substations). For those generation substations, glass-
fiber integrated into the Optical Ground Wire (OPGW) of the transmission lines is used for direct
communication with the TSO.

As for IR_B, the DSO will communicate with the MV substations interfacing aggregated DERs with
inertial response capabilities to the MV distribution network. Usually, MV substations are monitored
by the DSO, hence an existing communication link should exist.

System Operator

f P l- ————————————————————— Measl'lrement Units at
substations
Pr— %,;;

Online Inertia Estimation

Figure 13 — Overview of Inertia Estimation at SO Level Overview

Steps:

1. Frequency and power measurements are sent from the measurement devices (PMUs and
power measurement units) in the generation step-up (IR_A) or MV (IR_B) substations.

2. Frequency and power measurements are received by the control centre of the SO.

3. The inertia estimation algorithm, running periodically every 15 minutes in the SO control
centre, takes the power and frequency measurements as inputs and estimates the value
of the system inertia as output that can be used for monitoring purposes or contingency
analysis.

4.2.2.1 Performance Requirements

The inertia estimation algorithm is used for monitoring and system health assessment, hence it
does not have stringent performance and security requirements as compared with real time control.
Table 2 summarizes the ICT requirements. These requirements are applicable to the different use
cases of IR_A and IR_B.

4.2.3 IR_A: Inertia Estimation at Transmission Level

4.2.3.1 General Description / Introduction

Scenario IR_A considers the online inertia estimation by the TSO. According to the generation mix
we can see at the high-voltage level, we would have both conventional generators (hydro, ther-
mal, nuclear) and also converter-based RESs generation. Therefore in IR_A we have considered
mixed inertia (mechanical and virtual provided by converters) estimation. Hence, in this scenario
we consider two use cases:

+ The WSCC 9-bus system, that only includes conventional generation and static load pro-
files, for the inertia estimation algorithm validation.
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Performance Requirement Description

Measurements Sampling Rate Reporting rates in the range of 1-20 ms are needed to
capture the frequency dynamics. The maximum sam-
pling rate that ensures the convergence of the estima-
tion will be determined as the work of WP2 continues.

Latency The estimation algorithm will run periodically every 15
minutes and will use measurements with timestamps,
hence delays in the range of 100 ms are acceptable.

Data Volume A total of 2 measurements (frequency and active power)
in case of the direct availability of active power mea-
surements or 5 measurements (frequency, voltage am-
plitude, voltage angle, current amplitude, current angle)
in case of the absence of direct power measurements to
be sent from each generation substation. Each measure
quantity is of type double.

Data Encryption and Integrity No data encryption is required. The objective of inertia
estimation is system health monitoring and the commu-
nication link is only to send frequency and active power
measurements and does not involve control commands.

Table 2 — Inertia Estimation Communication Requirements

+ The modified New England system that includes a mixed generation of SMs and RESs and
dynamic load profiles, for a more realistic representation of a transmission system.

The two use cases are described in the following subsections.

The estimation of the overall inertia is carried out periodically at the TSO control center using the
frequency and power measurements collected from the different generation substations. Conse-
quently the inertia estimation algorithm has the following component requirements:

+ Generating Units: Conventional synchronous generators and/or RESs generation with
ESSs allowing the RESs to provide frequency control support including primary control
and/or inertial response.

* Power Converters: The power converters provide the interface between the grid and the
different DERs. These converters must have control strategies that enable the RESs to
provide frequency control support including primary control and/or inertial response.

* Measurement Devices: the generating units are connected to the high-voltage (transmis-
sion) network through step-up substations. These substations need to have PMU to mea-
sure the frequency and power measurement devices to measure the power flow at the
generator buses.

» Supervisory control and Data acquisition and EMS at the control centre of the TSO to collect
the measurements data and run the inertia estimation algorithm.

4.2.3.2 Actors

The TSO is responsible for maintaining the stability of the grid facilitating the deployment of new
efficient services.

Accordingly, in IR_A, the main actor is the TSO that will run the inertia estimation algorithm and then
could use the estimated value of inertia in carrying out contingency analysis studies under specific
emergency scenarios, mainly for the assessment of the grid stability and quantifying the minimum
reserves and inertia needed.
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4.2.3.3 Scenario Diagrams
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Figure 14 — Diagram of Inertia Estimation at TSO Level
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Figure 15 — IR_A Information Exchange
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4.2.3.4 Use Case IR_A.1: Mechanical Inertia Estimation
4.2.3.4.1 Narrative of the Use Case

In this use case, we use the WSCC 9-bus system for the inertia estimation algorithm validation. In
this simple use case, we consider conventional generation i.e. only mechanical inertia and constant
load profiles to estimate the overall inertia of the given transmission network.

The use case test network and results are presented in D2.4.

42342 KPlIs

The goal of the inertia estimation is to estimate the overall inertia of the system as accurately as
possible. In that context, we identify the estimation error for the system total inertia constant e.s; as
a relevant indicator.

The relative estimation error can be calculated as follows:

Hio, — H
Cost = toTH tot 100% ) (41)
tot

The actual total inertia constant of the system H;; can be calculated from the individual generating
units inertia constants and rated power Sg ; which are assumed to be known, as follows:

4.2)

4.2.3.5 Use Case IR_A.2: Heterogeneous Inertia Estimation
4.2.3.5.1 Narrative of the Use Case

In use case IR_A.2, we consider the estimation of the overall system inertia resulting from mixed
generation of SMs and DERSs in a modified version of the New England system for a more realistic
representation of a transmission system. Moreover, in this use case we consider the load dynamics
and more realistic load profiles, in contrast to the WSCC 9-bus system use case where we consider
constant load profiles.

The use case network and results are presented in D2.4.

4.2.3.5.2 KPIs

The KPI for use case IR_A.2 is the same as use case IR_A.1 i.e. we consider the overall system
inertia relative estimation error e.y; as an indicator of the estimation algorithm performance.

4.2.4 IR_B: Inertia Estimation at Distribution Level

4.2.41 General Description / Introduction

Since it is assumed that most of the RESs are integrated in the distribution level, DSOs will have
to assume similar responsibilities as TSOs such as their role in energy balancing and maintaining
the overall system stability. Therefore, a more sophisticated distribution system management and
automation system will be required.

Scenario IR_B focuses on the long term evolution of RES penetration at the distribution level and
the anticipated change of DSOs role by considering the online inertia estimation at the DSO.

The power generation at the distribution level is limited to converter-based DER generation. Con-
sequently, in IR_B, we estimate the virtual inertia emulated by the different DERSs, offering inertial
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response as ancillary service to the system, in contrast to IR_A where we consider mixed inertia
(mechanical and virtual).

The estimation of the overall inertia is intended to be carried on periodically at the DSO control
center using the frequency and power measurements collected from the different MV substations,
connecting DER generation to the distribution network. Consequently the inertia estimation algo-
rithm has the following component requirements:

* Generating Units: DERs generation with ESSs allowing the DERs to provide frequency
control support including primary control and inertial response.

+ Power Converters: The power converters provide the interface between the grid and the
different DERs. These converters must have control strategies that enable the DERs to
provide frequency control support including primary control and/or inertial response.

* Measurement Devices: the DERs are connected to the MV network through step-up sub-
stations. The MV substations need to have PMUs to measure the frequency and power
measurement devices to measure the power flow from these DERSs. It is anticipated that
the number of PMUs deployed in monitoring distribution systems will continue to increase,
with the continued upgrading of all suitable DER units.

+ Distribution management system at the control centre of the DSO to collect the measure-
ments data and run the inertia estimation algorithm.

4.2.4.2 Actors

In IR_B, DSOs are the main actors responsible for the estimation of local inertia emulated by the
control of the DERs connected to the MV distribution network.

This would mean that, in the future, the DSOs will certainly have new roles and new responsibilities
that were only exclusive to TSOs such as energy balancing and maintaining the overall system
frequency stability. In the future we envision that local ancillary services markets driven by DSOs
will be created and corrective actions will be needed by DSOs to operate the distribution system, in
cooperation with the TSOs. Only then is the estimation of local inertia relevant for DSOs.

Moreover, distribution management systems at the DSO control center will play a crucial role in
collecting real time information, running the inertia estimation algorithm and assessing the stability
of the system.

4.2.4.3 Scenario Diagrams
4.2.4.4 Use Case IR_B.1: Virtual Inertia Estimation
4.2.4.41 Narrative of the Use Case

In this use case we consider the estimation of inertia at distribution level. Given the fact that SMs
are connected to the transmission network and only DER generation is connected to the distribution
level, virtual inertia estimation is the focus of use case IR_B.1. The inertia estimation algorithm is
used to identify the amount of virtual inertia and damping provided by power converters participating
in providing inertial response ancillary services.

The use case network and results are described in detail in D2.4.

42442 KPls

The goal of the inertia estimation in this use case is to identify the amount of virtual inertia provided
by power converters connected at the distribution level. In that context, we identify the estima-
tion error for the converter emulated inertia constant Hyy,ua1 @nd the emulated damping constant
Denuiatea as relevant indicators.
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The virtual inertia relative estimation error can be calculated as follows:
H irtual — IA{ irtua
€ Hest = Virtual Virt 1100%. (4.3)

H\/irtual
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The emulated damping relative estimation error can be calculated as follows:

~

Dcmulatcd - Dcmulatcd 100% ) (44)
Demulated

€Dest =
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The deliverable discusses the need for the implementation of frequency control and inertial re-
sponse in power systems with high penetration of converter-interfaced devices. In particular, the
deliverable focuses on the novel concept of VPPs and discusses the variety of devices, topologies
and voltage levels where VPPs can be implemented. The main output of the deliverable is the defi-
nition of five scenarios (FC_A to FC_E) for the frequency control and two scenarios (IR_A and IR_B)
for the inertia response of VPPs. The data of all scenarios and relevant device models are provided
in the annex. These scenarios constitute the case studies for the novel control strategies and con-
cepts developed in deliverables D2.2, D2.3, D2.4, and D2.5. The scenarios are defined based
on modified versions of well-established benchmark networks suitable for power system frequency
and rotor angle stability analyses, where conventional fossil-fuel based synchronous generators
are replaced by VPPs composed of non-synchronous, converter-based energy resources.
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EMS
ESS
EV
HV
ICT
KPI
MPPT
MV
OPGW
ou
PFC
Pl
PLL
PMU
POC
PSS
RES
RoCoF
RoCoP
RTU
SDAE
SDE
SFC
SM

Automatic Generation Control
Automatic Voltage Regulator
Center-Of-Inertia

Distributed Energy Resource
Doubly-Fed Induction Generator
Distributed Generator

Data Management System
Distribution System Operator
Energy Communities

Energy Management System
Energy Storage System
Electric Vehicle

High Voltage

Information and Communications Technology

Key Performance Indicator
Maximum Power point Tracking
Medium Voltage

Optical Ground Wire
Ornstein-Uhlenbeck

Primary Frequency Control
Proportional-Integral
Phase-Locked Loop

Phasor Measurement Unit
Point of Connection

Power System Stabilizer
Renewable Energy Source
Rate of Change of Frequency
Rate of Change of Power
Remote Terminal Unit
Stochastic Differential-Algebraic Equation
Stochastic Differential Equation
Secondary Frequency Control

Synchronous Machine
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SO System Operator
SPV Solar Photovoltaic

SRF-PLL Synchronous Reference Frame Phase-Locked Loop

TCL Thermostatically-Controlled Load
TG Turbine Governor
TSO Transmission System Operator

VDL Voltage-Dependent Load

VPP Virtual Power Plant

VSM Virtual Synchronous Machine

WAC Wide-Area Communication

WPP Wind Power Plant

WSCC  Western Systems Coordinating Council
WT Wind Turbine
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ANNEX

A.1 Network Data

This section provides the data of the WSCC and New England system. These systems are used
as the basis networks for the scenarios described in Chapters 3 and 4 of this deliverable.

A.1.1.1 Static Data

The parameters of the transmission line and transformer models are described in Table 3 and their
values for the WSCC system are shown in Table 4.

Parameter Description Unit
Ry line resistance pu(f2)
X line reactance pu()
By line susceptance pu(Q—1)
Ry transformer resistance pu()
X transformer reactance pu(f)
Qr transformer tap ratio -
Or transformer phase shift

Table 3 — Parameters of transmission lines and transformers

Branch From To R, (R:) X, (Xy) B, ar  Pr

4 bush busk  [pu@)] [pu@)] [pu@Y [ [rad P
1 1 4 0 0.0576 0 10 0 transf.
2 2 7 0 0.0625 0 10 0 transf
3 3 9 0 0.0586 0 10 0 transf
4 6 4 00170 00920 01580 - -  line
5 5 4 00100 00850 01760 - -  line
6 7 5 00320 0.1610 03060 - -  line
7 9 6 00390 01700 03580 - -  line
8 7 8 00085 00720 01490 - -  line
9 9 8 00119 0.1008 02090 - - line

Table 4 — WSCC system — Branch data

Due to its relevance to some of the techniques that will be developed in D2.2, the matrix Byus =
S{Yus} of the WSCC system is shown in Table 5, where Y}, is the well-known admittance matrix
of the network. Shunt capacitive charging of transmission lines are not included in By,s.

The power flow variables, data and solution for the base-case operating point are shown in Tables 6,
7 and 8. Bus 1 is the slack bus. The base-case total generation, demand and losses are shown in
Table 9.

A.1.1.2 Dynamic Data

SMs are represented with a 2-axes 4-th order dynamic model. The parameters of the SMs are
described in Table 10 and their values for the WSCC system are shown in Table 11.
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Bus Bus #

# 1 2 3 4 5 6 8

1 -1736 0 0 1736 O 0 0 0 0

2 0 -16.00 O 0 0 0 16.00 O 0

3 0 0 -17.06 0 0 0 0 0 17.06

4 1736 0 0 -39.47 11.60 1051 O 0 0

5 0 0 0 11.60-1758 0 5975 O 0

6 0 0 0 1051 0 -1698 O 0 5.588

7 0 16.00 O 0 5975 0 -356813.70 O

8 0 0 0 0 0 0 13.70 -23.48 9.784

9 0 0 1706 O 0 5588 0 9.784 -32.43

Table 5 — WSCC system — Matrix By,

Parameter Description Unit
v bus nominal voltage pu(kV)
v bus voltage magnitude pu(kV)
0 bus voltage angle pu(rad)
Pa bus active power generation pu(MW)
qc bus reactive power generation pu(MVar)
Po bus active power demand pu(MW)
e bus reactive power demand pu(MVar)
P line active power flow pu(MW)
q line reactive power flow pu(MVar)
Ploss line active power losses pu(MW)
Qoss line reactive power losses pu(MVar)

Table 6 — Variables of power flow problem

Bus v, v 0 Pa e Do o
#  [kV] [pu(kV)] [rad] [pu(MW)] [pu(MVAr)] [pu(MW)] [pu(MVAr)]
1 16.5 1.0400 0 0.7164 0.2705 0 0
2 18.0 1.0250 0.1620 1.6300 0.0665 0 0
3 13.8 1.0250 0.0814 0.8500 -0.1086 0 0
4 230.0 1.0258 -0.0387 0 0 0 0
5 230.0 0.9956 -0.0696 0 0 1.25 0.50
6 230.0 1.0127 -0.0644 0 0 0.90 0.30
7 230.0 1.0258 0.0649 0 0 0 0
8 230.0 1.0159 0.0127 0 0 1.00 0.35
9 230.0 1.0324 0.0343 0 0 0 0

Table 7 — WSCC system — Base-case power flow solution

The parameters of the TGs are described in Table 12 and their values are shown in Table 13.
Similarly, the parameters of the AVRs are described in Table 14 and their values are shown in
Table 15.

Page 46 (62)



D2.1v1.0

edgeFLEX

Line p q Ploss Gloss
h-k [Pu(MW)]  [pu(MVAr)]  [pu(MW)]  [pu(MVAr)]
1-4 0.7164 0.2705 0 0.0312
2-7 1.6300 0.0665 0 0.1583
3-9 0.8500 -0.1086 0 0.0410
6-4 -0.3054 -0.1654 0.0017 -0.1551
5-4 -0.4068 -0.3869 0.0026 -0.1579
7-5 0.8662 -0.0838 0.0230 -0.1969
9-6 0.6082 -0.1807 0.0135 -0.3153
7-8 0.7638 -0.0080 0.0048 -0.1150
9-8 0.2418 0.0312 0.0009 -0.2118

Table 8 —- WSCC system — Base-case branch power flows and losses in transmission lines

Table 9 — WSCC system — Total generation, demand and losses

Active power

Reactive power

Type
s [Pu(MW)] [pu(MVAr)]
Generation 3.1964 0.2284
Demand 3.1500 1.1500
Losses 0.0464 -0.9216

Parameter Description Unit
Up, Nominal voltage pu(kV)
M Mechanical starting time s pu(MW)
T, d-axis transient time constant s
Ti g-axis transient time constant s
Xq d-axis synchronous reactance pu(2)
X} d-axis transient reactance pu(f?)
Xq g-axis synchronous reactance pu(?)
X g-axis transient reactance pu(Q)

Table 10 — Parameters of the synchronous machine model.

Machine

Up, M
[kV]  [s]

qo

T T X4 X

Xq

[s] [s] [pu(@)] [pu(€)] [pPu(©2)] [pu(

)]

1
2
3

16.5 47.28 8.96 0.310 0.1460 0.0608 0.0969 0.0969
18.0 12.80 6.00 0.535 0.8958 0.1198 0.8645 0.1969
13.8 6.02 5.89 0.600 1.3125 0.1813 1.2578 0.2500

Table 11 - WSCC system — Data of synchronous machines

A.1.2.1 Static Data

Table 16 shows transmission line and transformer data. The fixed shunt compensator at bus 9 has

a capacitive susceptance of 0.19 pu(S).

The power flow data and solution for the base-case operating point are shown in Tables 17 and 18.
Bus 1 is the slack. The total generation, demand and losses at the base-case operating point are

shown in Table 19.
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Parameter Description Unit
pmax Maximum turbine output pu(MW)
pmin Minimum turbine output pu(MW)
R Droop of the turbine governor pu(MW)
T, Governor time constant ]
T Re-heater time constant S
Tsm Servo-motor time constant s
T; Transient gain time constant s
Krh Re-heater fraction -

Table 12 — Parameters of the turbine governor model

. max min R T T T. T K
Machine p g rh sm t rh
[Pu(MW)] - [pu(MW)]  [pu(MW)] [s] [s] [s] [s] -
1 1.6 0 0.05 0 50.0 045 0.1 0.25
2 3.2 0 0.05 0 50.0 045 0.1 0.25
3 1.7 0 0.05 0 50.0 045 0.1 0.25

Table 13 — WSCC system — Data of the turbines and turbine governors

Parameter Description Unit
Agr 1-st ceiling coefficient -
Bt 2-nd ceiling coefficient -
K, Amplifier gain -
Ks Field circuit integral deviation -
K; Stabilizer gain -
T, Amplifier time constant s
T Pole of the regulator inherent dynamic S
T, Zero of the regulator inherent dynamic s
Tet Field circuit time constant s
Tt Stabilizer time constant s
T Measurement time constant s
e Maximum regulator voltage pu(kV)
pmin Minimum regulator voltage pu(kV)

Table 14 — Parameters of the AVR model

Aef Bef

Ka Kef

Kf ,Ta Tb Tc Tef Tf
- sl [s] [s] [s] s

Tx

max

Va

min

Va

s [pukV)]  [pu(kV)]

0.0039 1.555 20.0 1.0

0.063 02 0 0 0.314 035 0.

001

5.0

-5.0

A.1.2.2 Dynamic

Table 15 — WSCC system — Data of the AVRs

Data

SMs are represented by the 6-th order models [102]. The parameters of the five machines are

shown in Table 20.

The dynamic data of the AVRs and the PSS of the IEEE 14-bus system are shown in Tables 21 and
23, respectively. The parameters of the PSSs are described in Table 22.
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Branch From To R (R:) X. (X1) B, Qrp Ot Type

# h ko [pu@)] [pu(@)] [pu@ "] [] [rad]

1 1 2 0.01938 0.05917 0.0528 - - line

2 1 5 0.05403 0.22304 0.0492 - - line

3 2 3 0.04699 0.19797 0.0438 - - line

4 2 4 0.05811 0.17632 0.0374 - - line

5 2 5 0.05695 0.17388 0.0340 - - line

6 3 4 0.06701 0.17103 0.0346 - - line

7 4 5 0.01335 0.04211 0.0128 - - line

8 4 7 0 0.20912 0 0.978 0 transf.

9 4 9 0 0.55618 0 0.969 0 transf.

10 5 6 0 0.25202 0 0.932 0 transf.

11 6 11 0.09498 0.19890 0 - - line

12 6 12 0.12291 0.25581 0 - - line

13 6 13 0.06615 0.13027 0 - - line

14 7 8 0 0.17615 0 1.000 0 transf.

15 7 9 0 0.11001 0 - - line

16 9 10 0.03181 0.08450 0 - - line

17 9 14 0.12711 0.27038 0 - - line

18 10 11 0.08205 0.19207 0 - - line

19 12 13 0.22092 0.19988 0 - - line

20 13 14 0.17093 0.34802 0 - - line

Table 16 — IEEE 14-bus system — Branch data

Bus Uy v 0 Pc dc Po (0}5) bsnh
#  [kVl [pukV)] [rad]  [pu(MW)] [pu(MVAr)] [pu(MW)] [pu(MVAr)] [pu(S)]
1 69.0 1.0600 0 2.324 -0.1689 0 0 0
2 69.0 1.0450 -0.0869 0.400 0.4240 0.217 0.127 0
3 69.0 1.0100 -0.2220 0 0.2339 0.942 0.190 0
4 69.0 1.0186 -0.1802 0 0 0.478 -0.039 0
5 69.0 1.0203 -0.1533 0 0 0.076 0.016 0
6 13.8 1.0700 -0.2482 0 0.1224 0.112 0.075 0
7 13.8 1.0620 -0.2333 0 0 0 0 0
8 18.0 1.0900 -0.2333 0 0.1736 0 0 0
9 13.8 1.0563 -0.2609 0 0 0.295 0.166 0.19
10 13.8 1.0513 -0.2636 0 0 0.090 0.058 0
11 13.8 1.0571 -0.2582 0 0 0.035 0.018 0
12 13.8 1.0552 -0.2632 0 0 0.061 0.016 0
13 13.8 1.0504 -0.2646 0 0 0.135 0.058 0
14 13.8 1.0358 -0.2799 0 0 0.149 0.050 0

Table 17 — IEEE 14-bus system — Base-case power flow solution

A.1.3.1 Static Data

Table 24 shows transmission line and transformer data for the New England system. The model
parameters are as described in Table 3.

The power flow variables, data and solution for the base-case operating point are shown in Tables 6,
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Line Dhk qhk Ploss Gloss
h-k [Pu(MW)]  [pu(MVAr)]  [pu(MW)]  [pu(MVAr)]
1-2 1.5683 -0.2039 0.0429 0.0726
1-5 0.7555 0.0350 0.0276 0.0608
2-3 0.7319 0.0357 0.0232 0.0515
2-4 0.5614 -0.0229 0.0168 0.0111
2-5 0.4251 0.0076 0.0090 -0.0087
3-4 -0.2333 0.0281 0.0037 -0.0261
4-5 -0.6122 0.1567 0.0052 0.0030
4-7 0.2809 -0.0942 0 0.0169
4-9 0.1609 -0.0032 0 0.0130
5-6 0.4406 0.1282 0 0.0443
6-11 0.0734 0.0347 0.0005 0.0011
6-12 0.0778 0.0249 0.0007 0.0015
6-13 0.1774 0.0717 0.0021 0.0042
7-8 0 -0.1691 0 0.0045
7-9 0.2809 0.0580 0 0.0080
9-10 0.0524 0.0431 0.0001 0.0003
9-14 0.0944 0.0367 0.0012 0.0025
10-11 -0.0377 -0.0153 0.0001 0.0003
12-13 0.0161 0.0074 0.0001 0.0001
13-14 0.0563 0.0169 0.0005 0.0011

Table 18 — IEEE 14-bus system — Base-case branch power flows and losses

Active power

Reactive power

Type
s [Pu(MW)] [pu(MVAI)]
Generation 2.724 0.785
Demand 2.590 0.523
Losses 0.134 0.262

Table 19 — IEEE 14-bus system — Total generation, demand and losses

25 and 26. Bus 31 is the slack. The total generation, demand and losses at the base-case operating
point are shown in Table 27.

A.1.3.2 Dynamic Data

In the New England system, SMs are represented by 4-th order, 2-axes models. The data of the
SMs are shown in Table 28. The machine model parameters are as defined in Table 10.

The dynamic data of the TGs and AVRs are shown in Tables 29and 30, respectively. The model
parameters are as defined in Tables 12 and 14. The parameters of the PSSs are as described in

Table 22, and their values for the New England system are shown in Table 31.
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. Machine
Parameter Unit 1 5 3 6 8
Sn [MVA] 615.0 60.0 60.0 25.0 25.0
Up, [kV] 69.0 69.0 69.0 13.8 18.0
D - 2.0 2.0 2.0 2.0 2.0
M [s] 10.296 13.08 13.08 10.12 10.12
R, [pu(Q)] 0 0.0031 0.0031 0.0041 0.0041
T., [s] 7.4 6.1 6.1 4.75 4.75
T [s] 0.03 0.04 0.04 0.06 0.06
T(;O [s] 0 0.3 0.3 1.5 1.5
T(;’O [s] 0.033 0.099 0.099 0.21 0.21
Xa [pu(?)] 0.8979 1.05 1.05 1.25 1.25
X} [pu()] 0.2995 0.185 0.185 0.232 0.232
XY [pu()] 0.23 0.13 0.13 0.12 0.12
X, [pu(2)] 0.2396 0 0 0.134 0.134
Xq [pu()] 0.646 0.98 0.98 1.22 1.22
Xé [pu(Q)] 0.646 0.36 0.36 0.715 0.715
X(/;/ [pu()] 0.4 0.13 0.13 0.12 0.12

Table 20 — IEEE 14-bus system — Data of the synchronous machines

. Machine

Parameter Unit 1 5 3 5 8
At - 0.0006 0.0006 0.0006 0.0006 0.0006
B¢ - 0.9 0.9 0.9 0.9 0.9
K, - 200.0 20.0 20.0 20.0 20.0
K¢ - 1.0 1.0 1.0 1.0 1.0
K¢ - 0.0012  0.001 0.001 0.001 0.001
T, [s] 0.02 0.02 0.02 0.02 0.02
Ty [s] 0 0 0 0 0
T, [s] 0 0 0 0 0
Tet [s] 0.19 1.98 1.98 0.7 0.7
T; [s] 1.0 1.0 1.0 1.0 1.0
T: [s] 0.001 0.001 0.001 0.001 0.001
pppax [pu(kV)] 9.99 2.05 1.7 2.2 2.2
pmin [pu(kV)] 0.0 0.0 0.0 1.0 1.0

Table 21 — IEEE 14-bus system — Data of the AVRs

Parameter Description Unit
K washout filter gain -
T, k time constant of the k-th lead-lag zero s
Ty k time constant of the k-th lead-lag pole S
Tw washout filter time constant S
ppnex Max. stabilizer output signal pu(kV)
pmin Min. stabilizer output signal pu(kV)

Table 22 — Parameters of the PSS model
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. KW TW T1 T2 T3 T4 ’Uén ax U;n m
Machine " 19 sl sl [s] [s] [pukV)] [pu(kV)]
1 50 10.0 0.28 0.02 0.28 0.02 0.1 -0.1
Table 23 — IEEE 14-bus system — Data of the PSS
Branch From To Ry (Rr) Xy (X7) B, ayr O Tvpe
#  bush busk [pu(@)] [pu(@)] [pu@ Y] [ [rad P
1 1 2 0.0035 0.0411 0.6987 - - line
2 1 39 0.0010 0.0250 0 1.000 O transf.
3 2 3 0.0013 0.0151 0.2572 - - line
4 2 25 0.0070 0.0086 0.1460 - - line
5 2 30 0 0.0181 0 1.025 0 transf.
6 3 4 0.0013 0.0213 0.2214 - - line
7 3 18 0.0011 0.0133 0.2138 — — line
8 4 5 0.0008 0.0128 0.1342 - - line
9 4 14 0.0008 0.0129 0.1382 - - line
10 5 8 0.0008 0.0112 0.1476 - - line
11 6 5 0.0002 0.0026 0.0434 - - line
12 6 7 0.0006 0.0092 0.1130 — — line
13 6 11 0.0007 0.0082 0.1389 — - line
14 6 31 0 0.0250 0 1.070 O transf.
15 7 8 0.0004 0.0046 0.0780 - - line
16 8 9 0.0023 0.0363 0.3804 - - line
17 9 39 0.0010 0.0250 0 1.000 O transf.
18 10 11 0.0004 0.0043 0.0729 — — line
19 10 13 0.0004 0.0043 0.0729 — - line
20 10 32 0 0.0200 0 1.070 O transf.
21 12 11 0.0016 0.0435 0 - - line
22 12 13 0.0016 0.0435 0 - - line
23 13 14 0.0009 0.0101 0.1723 - - line
24 14 15 0.0018 0.0217 0.3660 - - line
25 15 16 0.0009 0.0094 0.1710 — - line
26 16 17 0.0007 0.0089 0.1342 - - line
27 16 19 0.0016 0.0195 0.3040 - - line
28 16 21 0.0008 0.0135 0.2548 - - line
29 16 24 0.0003 0.0059 0.0680 - - line
30 17 18 0.0007 0.0082 0.1319 — — line
31 17 27 0.0013 0.0173 0.3216 - - line
32 19 20 0.0007 0.0138 0 - - line
33 19 33 0.0007 0.0142 0 1.070 O transf.
34 20 34 0.0009 0.0180 0 1.009 0 transf.
35 21 22 0.0008 0.0140 0.2565 - - line
36 22 23 0.0006 0.0096 0.1846 — — line
37 22 35 0 0.0143 0 1.025 0 transf.
38 23 24 0.0022 0.0350 0.3610 - - line
39 23 36 0.0005 0.0272 0 1.000 O transf.
40 25 26 0.0032 0.0323 0.5130 - - line
41 25 37 0.0006 0.0232 0 1.025 0 transf.
42 26 27 0.0014 0.0147 0.2396 - - line
43 26 28 0.0043 0.0474 0.7802 - - line
44 26 29 0.0057 0.0625 1.0290 - - line
45 28 29 0.0014 0.0151 0.2490 - - line
46 29 38 0.0008 0.0156 0 1.025 0 transf.

Table 24 — New England system — Branch data
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Bus Up v 0 Da e Do 0o
#  [kV] [pu(kV)] [rad] [pu(MW)] [pu(MVAr)] [pu(MW)] [pu(MVAr)]
1 230.0 1.0406 -0.1474 0 0 0 0
2 230.0 1.0472 -0.1006 0 0 0 0
3 230.0 1.0286 -0.1505 0 0 3.2200 0.0240
4 230.0 1.0018 -0.1682 0 0 5.0000 1.8400
5 230.0 1.0026 -0.1507 0 0 0 0
6 230.0 1.0051 -0.1391 0 0 0 0
7 230.0 0.9936 -0.1772 0 0 2.3380 0.8400
8 230.0 0.9921 -0.1858 0 0 5.2200 1.7600
9 230.0 1.0175 -0.1802 0 0 0 0
10 230.0 1.0155 -0.0950 0 0 0 0
11 230.0 1.0107 -0.1100 0 0 0 0
12 230.0 0.9983 -0.1093 0 0 0.0750 0.8800
13 230.0 1.0126 -0.1067 0 0 0 0
14 230.0 1.0100 -0.1340 0 0 0 0
15 230.0 1.0143 -0.1355 0 0 3.2000 1.5300
16 230.0 1.0310 -0.1084 0 0 3.2900 0.3230
17 230.0 1.0326 -0.1279 0 0 0 0
18 230.0 1.0297 -0.1440 0 0 1.5800 0.3000
19 230.0 1.0496 -0.0182 0 0 0 0
20 230.0 0.9910 -0.0356 0 0 6.2800 1.0300
21 230.0 1.0312 -0.0664 0 0 2.7400 1.1500
22 230.0 1.0495 0.0113 0 0 0 0
23 230.0 1.0445 0.0079 0 0 2.4750 0.8460
24 230.0 1.0366 -0.1063 0 0 3.0860 -0.9200
25 230.0 1.0565 -0.0766 0 0 2.2400 0.4720
26 230.0 1.0513 -0.0969 0 0 1.3900 0.1700
27 230.0 1.0369 -0.1313 0 0 2.8100 0.7550
28 230.0 1.0497 -0.0356 0 0 2.0600 0.2760
29 230.0 1.0497 0.0126 0 0 2.8350 0.2690
30 18.0 1.0475 -0.0583 2.5000 1.5466 0 0
31 18.0 0.9820 0 5.2082 2.0767 0.0920 0.0460
32 18.0 0.9831 0.0448 6.5000 2.1294 0 0
33 18.0 0.9972 0.0728 6.3200 1.1181 0 0
34 18.0 1.0123 0.0550 5.0800 1.6665 0 0
35 18.0 1.0493 0.0979 6.5000 2.1456 0 0
36 18.0 1.0635 0.1450 5.6000 1.0240 0 0
37 18.0 1.0278 0.0419 5.4000 0.0497 0 0
38 18.0 1.0265 0.1359 8.3000 0.2463 0 0
39 18.0 1.0300 -0.1760 10.0000 2.6370 11.0400 -2.5000

Table 25 — New England system — Base-case power flow solution
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Line Phk dhk Ploss Qloss
h-k [Pu(MW)]  [pu(MVAr)]  [pu(MW)]  [pu(MVAr)]
1-2 -1.2416 -0.4106 0.0050 -0.7029
1-39 1.2416 0.4106 0.0016 0.0395
2-3 3.6468 0.9228 0.0171 -0.0784
2-25 -2.3933 0.7735 0.0412 -0.1109
2-30 -2.5000 -1.4040 0 0.1426
3-4 0.9311 1.1304 0.0030 -0.1794
3-18 -0.5214 -0.1532 0.0003 -0.2230
4-5 -1.3677 -0.0347 0.0015 -0.1109
4-14 -2.7042 -0.4954 0.0060 -0.0435
5-8 3.1737 0.6914 0.0085 -0.0281
6-5 4.5471 0.6258 0.0042 0.0106
6-7 4.2068 1.0118 0.0112 0.0587
6-11 -3.6378 -0.3923 0.0092 -0.0329
6-31 -5.1162 -1.2452 0 0.7855
7-8 1.8576 0.1131 0.0014 -0.0607
8-9 -0.1986 -0.8667 0.0012 -0.3657
9-39 -0.1997 -0.5011 0.0003 0.0070
10-11 3.6520 0.7707 0.0054 -0.0165
10-13 2.8480 0.3906 0.0032 -0.0404
10-32  -6.5000 -1.1613 0 0.9681
12-11 0.0007 -0.4200 0.0003 0.0078
12-13  -0.0757 -0.4600 0.0004 0.0096
13-14 2.7687 -0.0387 0.0067 -0.1007
14-15 0.0518 -0.3900 0.0001 -0.3740
15-16  -3.1483 -1.5459 0.0105 -0.0689
16-17 2.3004 -0.4144 0.0036 -0.0976
16-19  -5.0266 -0.5062 0.0382 0.1367
16-21 -3.2959 0.1127 0.0082 -0.1321
16-24  -0.4267 -0.9921 0.0003 -0.0666
17-18 2.1046 0.1243 0.0029 -0.1059
17-27 0.1922 -0.4411 0.0001 -0.3425
19-33  -6.2910 -0.5299 0.0290 0.5882
19-20 1.2262 -0.1130 0.00M 0.0213
20-34  -5.0549 -1.1644 0.0251 0.5021
21-22  -6.0441 -0.9051 0.0279 0.2111
22-23 0.4280 0.4208 0.0002 -0.1984
22-35 -6.5000 -1.5371 0 0.6085
23-24 3.5384 0.0178 0.0253 0.0123
23-36  -5.5857 -0.2446 0.0143 0.7794
25-26 0.7089 -0.1784 0.0015 -0.5549
25-37  -5.3834 0.5908 0.0166 0.6405
26-27 2.6275 0.6933 0.0096 -0.1603
26-28  -1.4083 -0.2247 0.0079 -0.7741
26-29  -1.9017 -0.2620 0.0191 -0.9257
28-29  -3.4762 0.2734 0.0156 -0.1065
29-38  -8.2477 0.7745 0.0523 1.0208

Table 26 — New England system — Base-case branch power flows and losses

Active power

Reactive power

Type
P [Pu(MW)] [pu(MVAI)]
Generation 61.4080 14.6400
Demand 60.9710 14.0910
Losses 0.4372 0.5488

Table 27 — New England system — Total generation, demand and losses for the base-case

operating condition
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Machine v, M T, T, X X} Xq X
# kVI sl [s] [s] [pu()] [pu()] [pu()] [pu(f)]
1 18.0 84.0 10.2 0.10 0.1000 0.0310 0.0690 0.0080
2 18.0 60.6 6.56 1.50 0.2950 0.0697 0.2820 0.0697
3 18.0 71.6 570 1.50 0.2495 0.0531 0.2370 0.0876
4 18.0 572 569 1.50 0.2620 0.0436 0.2580 0.1660
5 18.0 52.0 540 0.44 0.6700 0.1320 0.6200 0.1660
6 18.0 69.6 7.30 0.40 0.2540 0.0500 0.2410 0.0814
7 18.0 528 566 1.50 0.2950 0.0490 0.2920 0.1860
8 18.0 48.6 6.70 0.41 0.2900 0.0570 0.2800 0.0911
9 18.0 69.0 4.79 1.96 0.2106 0.0570 0.2050 0.0587
10 18.0 1,000.0 7.00 0.70 0.0200 0.0060 0.0190 0.0080

Table 28 — New England system — Data of synchronous machines

Machine  pmax pmin R T, T Tsm Ty K
# [Pu(MW)] [pu(MW)] [pu(MW)]  [s] [s] [s] [s] -
1 4.0 0 0.0355 1.82 50.0 0.45 0.0 0.25
2 7.0 0 0.0385 6.67 50.0 0.45 0.0 0.25
3 8.0 0 0.0316 5.00 50.0 0.45 0.0 0.25
4 8.0 0 0.0316 5.00 50.0 0.45 0.0 0.25
5 7.0 0 0.0232 20.00 50.0 0.45 0.0 0.25
6 8.0 0 0.0316 5.00 50.0 0.45 0.0 0.25
7 7.0 0 0.0303 2.00 50.0 0.45 0.0 0.25
8 7.0 0 0.0303 2.00 50.0 0.45 0.0 0.25
9 10.0 0 0.0350 10.00 50.0 0.45 0.0 0.25
10 13.0 0 0.0539 25.00 50.0 0.45 0.0 0.25

Table 29 — New England system — Data of the turbines and turbine governors

max

min

Acf Bcf Ka ch Kf Ta Tb Tc ch Tf TR (% Uy
- - = = = Is sl sl sl [s] [s] [pu(kV)] [pu(kV)]
0O O 2000 0 O 0.015 100 1.0 0 0 0.01 5.0 -5.0
Table 30 — New England system — Data of the AVRs

Machine Ky Tw Ton Tpon T.o Tpo yinex pmin
# - sl s sl [s] [s] [pu(kV)] [pu(kV)]

1 1.0 100 1.0 0.05 3.0 0.50 0.2 -0.2

2 05 100 50 040 1.0 0.10 0.2 -0.2

3 05 100 3.0 020 20 0.20 0.2 -0.2

4 20 100 1.0 0.10 1.0 0.30 0.2 -0.2

5 1.0 100 15 020 1.0 0.10 0.2 -0.2

6 40 100 05 010 0.5 0.05 0.2 -0.2

7 75 100 02 0.02 05 0.10 0.2 -0.2

8 20 100 10 020 1.0 0.10 0.2 -0.2

9 20 100 1.0 050 2.0 0.10 0.2 -0.2

10 1.0 100 50 060 3.0 0.50 0.2 -0.2

Table 31 — New England system — Data of the PSSs
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A.2 Description of Model Components

This section provides the description of the models used to represent the dynamic components of
the test systems that define the scenarios and use cases described in Chapter 3. These include
non-synchronous devices, voltage-dependent loads, communication networks, and stochastic pro-
cesses.

This section outlines the basic frequency control schemes of DERs, ESSs [104], SPVs [105], WTs
[13], and TCLs.

A.2.1.1 Distribution Energy Resources

The frequency control structure of the DER model is depicted in Figure 18. It consists of an inner
control loop, that regulates the d-axis component of the current (z4) in the dq reference frame, and an
outer loop for PFC. The PFC loop filters the error of the measured frequency (w) with respect to the
reference frequency (w*°f) and implements a droop control with droop constant R. The frequency
control output is added to the DER'’s active power reference (p**f) and the resulting signal is fed to
the current control loop.

1
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Figure 18 — Frequency control scheme of DER model

A.2.1.2 Energy Storage Systems

The active power control scheme of the ESS model is shown in Figure 19. The control regulates
the deviation of the measured frequency w from a reference frequency w™f. A dead-band and a
low-pass filter are utilized to reduce the sensitivity of the control to small variations of the input
signal and filter out noise, respectively. The frequency regulator consists of a lead-lag block with
droop constant R = H;/(K; + K, H;), the output of which is fed to the ESS active power dynamics.
ESS active power dynamics are represented as a first-order low-pass transfer function with capacity
limits.

A.2.1.3 Wind Turbines

The frequency control scheme of the wind turbine model is depicted in Figure 20. The control
couples the output of the Maximum Power point Tracking (MPPT) with the deviation of the measured
frequency via two parallel channels to regulate the frequency (droop control) and/or the RoCoF.
The RoCoF control is typically faster with an aim to act instantly after a disturbance, while the droop
control is slower and aims at providing PFC. The combined droop/RoCoF control signal is fed to
a dead-band, the output of which is added to the output of the MPPT. The output of the control
scheme is the reference active power tracked by the wind turbine’s converter controller.
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Figure 20 — Frequency control scheme of wind turbine

A.2.1.4 Solar Photovoltaics

The control diagram of the SPV power plant model is shown in Figure 21. The scheme is based
on the DER model frequency control described in Section A.2.1.1. The droop control is composed
of a constant gain 1/Rpy and a low-pass filter. The the output signal of the frequency controller
is added to the output of the SPV MPPT control and the resulting signal is fed to the converter’s
d-axis current control.

Y
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, \:pMPPT
wref + 1 1 + 1 ild
- Rpv 1+ STfﬁpV + 1+ STd,PV
w

Figure 21 — Frequency control scheme of solar photovoltaic model

A.2.1.5 Thermostatically-Controlled Load

TCLs are dynamic loads with temperature control. These can be air conditioning systems, industrial
refrigerators or heating systems. In most cases, the reference temperature is fixed to an assigned
value. There are, however, prototypes of TCLs that include a measure of the system frequency and
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that vary the reference temperature in order to reduce frequency deviations [106, 107, 108]. The
control scheme of the TCL is depicted in Figure 22.

wref Kf @ref
e

+T 1+ STfA,(—) +_ o
Ws,h

Figure 22 - Frequency control scheme of TCL model

The meaning of the variables is as follows: ©(t) and ©,(t) are the load (lumped model) and ambient
temperatures, respectively; g.c.(t) is the equivalent load conductance; vy 5, (%) is the voltage at the
load bus; and pr...(t) the active power consumed by the TCL. g™~ is defined as ¢g™** = K, go,
where go = po/v¢ is the equivalent conductance at rated power and voltage; and K7, is the ceiling
conductance output ratio. K, <1 for cooling systems and K, >1 for heating systems.

Phase-Locked Loops (PLLs) are widely-used for the synchronization with the AC grid of the power
electronic devices included in DERs. As a byproduct of the synchronization, a PLL can also provide
the estimation of the bus frequency at which itis connected. There are several PLL implementations.
We consider the Synchronous Reference Frame Phase-Locked Loop (SRF-PLL) which is one of
the most commonly utilized [109, 110, 111].

wo + w
,,,,,,,,,,,,,,,,,,,, ESRRREEEELEELEEN + R
PD LF Aw vVOC
v + K; 1 v
—— e~ TS Kp+ o T q
- S S

Figure 23 — Scheme of the SRF-PLL

The fundamental-frequency model of a SRF-PLL is depicted in Figure 23. It consists of three main
components: a Phase Detector (PD), a Loop Filter (LF), and a Voltage Oscillator Controller (VOC).
The PD measures the bus voltage (v) at the point of connection through a constant delay. The LF is
a Proportional-Integral (P1) controller, which produces the estimation of the bus frequency deviation
Aw. Then the frequency estimation w is obtained by adding the system fundamental frequency wg
and the Aw.

The VDL considered in this deliverable is represented by a simple but versatile and quite general
model which is widely utilized in the literature. The VDL model is as follows:

Po (t) = Pp,o 'U;:p (t) ) [9}5) (t) = {b,o v;:q (t) ) (A1)

where py, , and ¢y, , are the load active and reactive powers at the nominal voltage magnitude; and
~p and ~, are the parameters that define the load behavior.
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From the simple model (A.1), it is straightforward to extract three important special cases, namely
constant power load for v, = v, = 0, constant admittance load for v, = v, = 2, and constant current
load for v, = v4 = 1.

An example of a centralized VPP control scheme that requires the mediation of communications
between measurement and control actuation is illustrated in Figure 24. The communication system
enables the VPP operator to transmit measurements and data from the PMU to the DERSs, or/and
from the DERSs to the DMS.

- = Frcqucncy Slgnal
------ > Local control loop

< —-—» Information sharing

Transmission
Grid

Figure 24 - lllustration of a VPP with centralized control and communications

Adopting a centralized control scheme (such as the one shown in Figure 24) is expected to introduce
delays and communication issues, e.g. data packet dropouts, which can limit the ability of the VPP to
stabilize the grid. In general, a power system that is impacted by measurement and communication
delays can be modelled as a set of delay differential-algebraic equations [87], [112].

Assuming that the control signal is the net active power pyz+(t) injected by the VPP to the grid, the
corresponding signal impacted by the communication delay is as follows:

pNET,d(t) = PxET (t - T(t))a (A2)
where the delay 7(t) is a Wide-Area Communication (WAC) delay [113], and is modelled as:
T(t) =75 + 7p(t) + (1), (A.3)

where 7(¢) is the total delay, 7 is the fixed delay component related to transducers used and data
processing, 7,(t) is the transmission delay, and 7(¢) is the associated random jitter, which accounts
for network-induced issues, e.g. noise, network topology, routing protocol, and background traffic.
The WAC delay is generated using the co-simulation software proposed in [114]. The transmission
delay is:

Tp(t) = Tpo + L/ D, (A.4)

where 7, is the propagation delay decided by the transmission medium, L is the size of each
packet, and D is the data rate in the transmission channel.

The speed of the communication network employed may have a significant effect on the frequency
response of a VPP. To illustrate this, we consider here three levels of communication networks,
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Figure 25 — Frequency error at bus 6 for different communication networks

namely high-speed, middle-speed, and low-speed network. The settings of the communication
networks are as follows. Remote signals are considered as PMU data, transmitting through a point-
to-point communication link. The size of one packet is 100 bytes, and the reporting rate is 25 frames
per second. The communication protocol is UDP/IP to avoid the data retransmission and reduce
the communication delay. Background traffic, e.g. the Remote Terminal Unit (RTU) data and video
surveillance streams, are also considered. The packet size and data rate are 500 bytes and 2
packets per second for RTU data, and 1024 bytes and 200 packets per second for video streams,
respectively. Table 32 shows the parameters of the communication networks.

Levels Bandwidth PMU Data Rate  Background Traffic

High Speed 40 Mbps 25 frames/s RTU, Video Stream
Middle Speed 4 Mbps 25 frames/s RTU, Video Stream
Low Speed 0.4 Mbps 25 frames/s N/A

Table 32 — Parameters of the communication networks

An example of the impact of the three different communication networks is shown in Figure 25.
For more details on the structure and implementation of the coordinated VPP frequency regulation
strategy, the reader is referred to D2.2. As it can be seen, the high-speed communication network
provides a better response compared to the other two. Moreover, the signal transmitted through the
low-speed communication network has a significant delay, which leads to a larger frequency devi-
ation, even if the background traffic in such a network is ignored (see Table 32). Observe that the
impact of communication networks in the frequency response is non-linear. The frequency deviation
between the high-speed (40 Mbps) communication network and the middle-speed (4 Mbps) network
is smaller than the deviation between the middle-speed network and the low-speed (0.4 Mbps) net-
work, indicating that there exists a threshold over which increasing the bandwidth can only slightly

reduce the communication delay.

Power system dynamics with inclusion of stochastic processes can be modelled as a set of hybrid
non-linear Stochastic Differential-Algebraic Equations (SDAEs) [115]:

i:-f(w7y7,l’l‘7z7,’7)
0=g(z,y,u,z,n)
n=a(x,y,n) +blx,ymnk,

(A.5)
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where f, g are the differential and algebraic equations, respectively; x, y, z are the state, algebraic,
and discrete variables, respectively; u are the inputs, e.g. load forecast and active power schedules;
7 represents stochastic perturbations, e.g. wind speed variations, which are modeled through the
last term in (A.5); a and b represent the drift and diffusion of the stochastic differential equations
(SDEs), respectively; and £ represents the white noise vector.

We outline the stochastic models used to describe the behavior of wind speed and solar irradiance.
The stochastic variations are modeled by means of the following It6-type differential equation:

dx(t) = a(z(t), t)dt + b(z(t), t)dw(t), (A.6)

where z(t) and w(t) are the variable affected by noise and a standard Wiener process respectively;
a(z(t),t) and b(x(t),t) are the drift and the diffusion terms respectively. Both Gaussian and non-
Gaussian processes are appropriately considered by (A.6), therefore is applicable to model load
power variations and wind speed fluctuations [115].

The stochastic processes are constructed using the well-known Ornstein-Uhlenbeck (OU) Stochastic
Differential Equation (SDE) model due to its simplicity and adaptability. OU processes have been
utilized to build stochastic models for loads as well as wind and solar generation. The general form
of a OU SDE process is:

dn(t) = a(p — n(t))dt + cdW(t), (A7)

where «, o > 0 and W (¢) is a Wiener process. « is the mean reversion speed of the process, 7(t),
which defines the slope of its exponentially decaying auto-correlation. The process 7 (t) is Gaussian
distributed with mean  and variance o2/(2a).

A.2.51 Wind Speed

To emulate the wind speed, a(-) and b(-) in (A.6) is defined so that the probability distribution of x(t)
is a Weibull process [116]. The resulting drift and diffusion terms are:

a(x(t)) = —a- (x(t) — pw)
b(x(t) = v/bi(x(t)) - ba(a(?)) ,

where « is the autocorrelation coefficient; uw is the mean of the Weibull distribution; and

(A.8)

bl () = PWQ(;f))

k
ba(a(t)) = A- r<1 + % (””;”) ) iy - e @O/

where py (+) is the probability density function of the Weibull distribution; T'(-, ) is the incomplete
Gamma function; k£ and X\ are the shape and scale parameters of the Weibull distribution, respec-
tively.

A.2.5.2 Solar Irradiance

The solar irradiance model utilized is proposed in [117]. It models the clear-sky index of solar ir-
radiance based on measured data. In that way, the flickers in the solar irradiance due to cloud
movement are only considered as these are the variations that are of concern in short-term anal-
ysis of power systems. An Ornstein—Uhlenbeck process, 7;(t), as presented in (A.7) is utilized to
represent the solar clear-sky stochastic variations in the clear-sky index. The blockage of clouds
passing the SPV are modeled as jumps. The jumps in the model do not depend on the stochastic
variable 7,(t). Hence, they are additive noise and are directly added to 7,(¢) with the purpose of
simplifying the numerical integration. The jumps are modeled as:

H(t) =mP(t), (A.9)
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where m is the jump amplitude assumed to be a normally distributed random number, namely,
m ~ N(um,02,); P(t) is a step function that is either 0 or 1, where the number of transitions per
period are determined with a Poisson distribution. The duration of each jump is determined with a
normal distribution § ~ N(0,02). P(t) remains constant for a time § whenever it is switched from 0
to 1 or vice versa.

This model represents the solar irradiance as measured at a single SPV panel. The aggregation of
a whole plant of SPV panels is represented through the low-pass filter shown in Figure 26 [118]. The
cut-off frequency of the filter is directly dependent on the square root of the plant area S, measured
in Ha. Further details on this stochastic solar irradiance model are provided in [117].

Single 1 Aggregated
PV Clear — \/§ — Clear Sky
Sky Index 1+ ( 970.021 ) s Index

Figure 26 — Impact of SPV panel aggregation on clear sky index
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